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An Energy Efficient Data Dissemination Scheme for Distributed 
Storage in the Internet of Things 

 

Mojtaba Rajabi, Gholamhossein Ekbatanifard 

 

 
Abstract. In the emerging field of the Internet of Things 
(IoT), Wireless Sensor Networks (WSNs) play a key role in 
sensing and collecting data from the surrounding 
environment. In the deployment of large-scale monitoring 
systems in remote areas, when there is not a permanent 
connection with the Internet, WSNs are called upon for 
replication and distributed storage techniques that increase 
the amount of data storage within the WSN and reduce the 
probability of data loss. Unlike conventional network data 
storage, WSN-based distributed storage is constrained by 
the limited resources of the sensor nodes. In this paper, we 
propose a low-complexity distributed data replication 
mechanism to increase the capacity of WSN-based 
distributed storage, optimizing communication and 
decreasing energy usage. As the simulation results show, 
the proposed method has been able to attain acceptable 
responses and prolong network lifetime. 
 
Keywords: The Internet of Things, Distributed Storage, 
Energy Efficient. 
 
1. Introduction 

The Internet of Things is a new concept that has emerged 
in recent decades. The concept is based on the theory that 
useful things have a permanent IP connection to the 
internet. The coverage of things in IoT encompasses 
different systems from radio frequency identification 
(RFID), machine to machine (M2M) to WSNs. Various 
IoT-based business applications have been presented, e.g. 
smart clusters with smart infrastructures [1]. WSNs for IoT 
monitoring systems include free nodes (supervision free) 
for sensing the environment and usually a sink node for 
gathering data and a gateway to the internet. Connections 
among sensor nodes and sink node are not instant namely in 
isolated WSNs in which sink node is not always present. In 
addition, while real-time gathering is not required, data 
storage and transmission units can be used to reduce radio 
transmissions and increase sensor lifetime [1]. 

Regarding the applications of WSNs in different 
domains, the considered system is required to have 
distributed storage capacity and data redundancy for long 
term usage in remote areas for distributed data storage. This 
capability will be attained through distribution and storage 
of multiple replications of data in a WSN. This redundancy 
leads to subsequent communicational and system storage 
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overheads. Thus, in order to present an efficiently 
distributed storage algorithm with data replication scheme, 
a balance among node capacity, communicational 
optimization, and energy usage is required. In this paper, an 
IoT-based distributed storage scheme with data replication 
will be presented which aims at boosting storage capacity 
and optimizing communication and minimizing energy 
usage of the whole system. 

Since there is no persistent communication between 
sensor and sink nodes in wireless sensor networks, nodes 
are required to store data and provide it to sink node when 
needed.  Storing data in a node will be subject to missing, 
e.g. certain nodes may leave the network for certain reasons 
such as battery dying or physical destruction like a bomb 
explosion. In order to prevent similar cases, sensor nodes 
must be distributed in the network, i.e. sensors with a low 
data capacity of memory are required to provide their 
memories with other sensors as support memory. 

The main purpose of this work is to design a system for 
distributing data, data replication, in different nodes which 
aim at balancing storage space usage, system stability, 
energy usage and communicational overheads. In the 
proposed method, by considering nodes energy in case of 
an error occurrence in multiple neighbors, network storage 
capacity, the required time to attain this capacity, data loss, 
and system stability will be calculated. Time intervals of 
network runtime in the classified algorithm divide system 
runtime into specific rounds and equal T- intervals. The 
division is such that in each interval, the selected set will be 
activated in the amount of T and other nodes will remain 
inactive and idle accordingly. Calculation of the T will vary 
according to the classification type and nodes remaining 
energy and estimated the lifetime of the network. Its 
duration can be evaluated according to the network 
requirements and physical parameters of the used sensor. In 
the presented scenario, the sensor nodes have been set 
randomly in the network. Activity timetable of sensor nodes 
must be such that it guarantees the following requirements: 
1. Each active node which is available in any selected Cj 

sets must be connected to sink in each round and must at 
least have one path to sink for transmitting data. 

2. Normal nodes are equipped with E initial energy, Rc 
communicational range and Rs sensory range (Rc>=Rs). 

 

The rest of the paper is structured as follows: The 
network and energy model used in the paper are presented 
in Section 2. Related works are reviewed in Section 3. In 
Section 4 the proposed method is given. Section 5 
expresses simulation results and finally, Section 6 
concludes the paper. 
 
2. Network and Energy model 

In our network model, each node has an individual ID. 
Nodes are aware of their position. The considered network 
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is a combination of manager nodes, sensor nodes, and 
targets. Synchronizing manager nodes takes place via 
central station and then synchronizing other nodes take 
place via manager nodes, based on distance decrease or an 
increase of nodes they are capable of transmitting and 
adjusting sender power, moreover, they can distinguish the 
distance according to received signal strength. The number 
of targets with the constant position will be in the covered 
area.  

The energy model which consists of sending and 
receiving l bit data has been considered according to 
LEACH model [2]. Given a distance from sender to 
receiver, if the distance from the sender to the receiver (d) 
is beyond d0, multiple routes method (path coefficient 
equals to 4), otherwise open space model is used (route 
coefficient equals to 2). The following relation [2] will be 
held for transmitting l bits to a distance d: 

 

ETX (l, d) = ETX-elec (l) + ETX-amp (l, d) 

																			ൌ ቊ
݈ ൈ ௘௟௘௖ܧ ൅ ݈ ൈ ௙௦ߝ ൈ ݀ଶ							݀ ൏ ݀଴
݈ ൈ ௘௟௘௖ܧ ൅ ݈ ൈ ௠௣ߝ ൈ ݀ସ			݀ ൒ ݀଴

            (1) 

 

where ETX-elec (l) is the energy that radio dissipates to run 
the transmitter, and ETX-amp (l, d) represents the power 
amplification triggering the energy to send l bits. In this 
regard, Eelec equals the required energy for activating 
electronic circuits and ε୤ୱ	and	ε୫୮ denote power 
amplification activating energy for multiple routes and open 
space respectively. A more general scheme of this relation 
can be stated with a constant p and q coefficients as relation 
2. 

 
 

ETX (l, d) =p+q×dn                                                           (2) 
 
Energy consumption for receiving l bit data on the 

receiver side will be in the form of relation 3. 
 

 

ERX (l, d) = ERX-elec (l) = l×Eelec = p                                 (3) 
 

 
3. Related Works 

In recent years, multiple patterns regarding data 
distribution and replication in WSNs have been presented. 
In distributed storage patterns, WSN nodes cooperate in 
distributing data in the network. Generally, two certain 
methods can be presented: Data-Centric Storage (DCS) and 
Wholly Distributed Storage (WCS). In DCS the related data 
are stored by their names in a node and the queries with a 
specific name can be sent directly to its related stored data, 
while no flooding dissemination is needed [3].In [4] a load 
balanced distribution method has been presented that stores 
data in order to prevent data loss in sensory crowded 
regions.  

The presented method in [5] stores data in terms of 
spatial and temporal similarities in order to reduce overhead 
and query delay. Since the said method is node-cooperative 
based, it is not WDS, since specific nodes store the content 
of other nodes. In WDS, nodes are equal in sensing and 
storing. Data are first stored locally, then immediately, by 
filling their local memories, they devolve new data storages 
to other nodes. The initial struggle at this point is to create 
data frames. In [6] a distributed mechanism with periodical 
data recycling scheme has been presented and cost model is 

used in order to measure energy usage and it shows how 
choosing the accurate storage nodes to help optimizing 
system capacity and mitigating transmission costs. In this 
method, a network with tree topology is assumed in which 
each sensor node knows of the return path to the sink node. 

In [7] authors discussed energy usage and presented an 
energy efficient distribution data pattern according to data 
dissemination from low to high power nodes. In [8] a load 
balancing method has been presented and more focus is 
being put on redistribution of data, while sensor node 
storage space goes beyond the threshold. In the presented 
method, each node has a local memory table which is used 
to store neighbor nodes memory. In order to transmit data 
from a crowded environment to a less crowded one and 
sending stored data to the sink node, a mobile node is used. 
Data replication strategies are presented to solve node 
failure problem. The purpose of this strategy is to replicate 
data in other nodes to increase network flexibility. ProFlex 
method [9] is a storage protocol of distributed data from 
limited to strong nodes. One advantage of this method is its 
high communicative range and using long links to improve 
the distribution and data replication in node failure risk 
model. 

In the presented method in [10], the replication node is 
selected according to certain parameters, e.g. connectivity, 
access memory and the remainder of node energy. In 
TinyDSM method [11], a reactive replication method is 
presented that distributes replicates randomly in the 
received replication area according to the number and 
replication density. 
 
4. The Proposed Method 

In order to apply and investigate the proposed method, it 
is assumed that sensor network nodes are continually 
collecting data. Data are collected periodically by the sink 
and removed from their memories. This periodical 
recycling allows limited memory usage, but data recycling 
is not the focus in this paper. In order to prevent data loss 
due to node failure or memory limitation, nodes operate in 
the following method. Based on a greedy distribution 
storage scheme, each sensor node reports its memory 
condition to other nodes. Each memory condition message 
consists of the following measures, which are related to 
sender node: (1) sensor node ID, (2) recent access memory 
space, (3) sensory rate and (4) an ordinal number that 
introduces the message. Each node keeps a local memory 
table which records the latest position of the reception 
memory of neighboring nodes. 

Local memory table includes an entry for each neighbor 
that indicates the latest access memory space and 
corresponding awareness time. Each node updates its 
memory immediately after receiving news from a neighbor 
and prevents replicated or expired news by utilizing ordinal 
numbers. An individual node stores its best neighbors in 
case of memory table space expiration that commonly 
occurs in dense networks with above one-step neighbors. 
The best neighbor is also generous since it offers its 
memory to other nodes. If no best neighbor is found for a 
node, the node must delete formerly available data in its 
memory. In the proposed method, the size of the memory 
table is assumed to remain constant since dimensions may 
increase in dense networks. But in the case of finding the 
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best neighbor, one element will be inserted in the table. 
Each sensor node makes an update decision immediately 
after receiving update data from neighbor nodes. 

In this method, maximum R versions (instances) of each 
data will be stored in sensor’s memory and each sensor 
node keeps at least one version of similar data. By creating 
a data item, sensor node can keep one version of each in its 
memory and R-1 will keep other versions in the neighbor 

node’s memory	ቄ1, … , ଵܸ
ሺ௜ሻቅ. The best neighbor for node i, 

the generous one, as indicated as Dr
(i), will be achieved 

based on relation 4: 
 

௥ܦ
ሺ௜ሻ ൌ ݔܽ݉݃ݎܽ

௝∈ሼଵ,…,௏భ
ሺ೔ሻሽ

஻ೕሺ௧ೕሻ

௧ି௧ೕ
                                         (4) 

 
where tj<t, memory space Bj(tj) of node j has been 

received by node i and tj equal the latest updating of 
neighbor’s memory table. 

 In the decision-making process, nodes with the 
maximum empty memory and newest entry in the table will 
be chosen. In the absence of a proper node, i.e.	ܤ௝൫ݐ௝൯ ൌ

0, ∀݆ ∈ ሼ1, … , ଵܸ
ሺ௜ሻሽ redundant data will be discarded. After 

receiving data, it will be stored in the buffer and based on 
relation 5 in rth replication, a generous neighbor will be 
chosen. 

 
 

௥ܦ
ሺ௜ሻ ൌ ݔܽ݉݃ݎܽ

௝∈ቄଵ,…,௏భ
ሺ೔ሻቅ\ௌೝషభ

஻ೕ൫௧ೕ൯

௧ି௧ೕ
                                 (5) 

 
where ܵ௥ିଵ is a set of r-1 generous nodes of the previous 

version. After choosing the generous node, i.e. rth node, 
one version of the data will be sent for this node and one 
unit will be subtracted from the whole version. Replication 
process will continue either to save the latest version or not 
receive any generous node. If no other generous node is 
received, the number of real stored versions will be less 
than R. 

The only effective element in determining neighbor 
nodes for replicating wireless sensor data is D generous 
parameter. Prioritizing neighbor nodes will be based on the 
amount of their empty memory. The right option for data 
replication will be made if a node has sufficient empty 
memory and its level of energy is appropriate. In the 
proposed method, an integration of memory space and 
remaining energy will be utilized according to the three 
following parameters. Time of data updating, data lateness 
in the network, is the most important factor in decision 
making. Thus, our intention of time is the difference 
between present time and the latest updating time which is 
attained and normalized through the following relationship: 

 
∆t୲୭୲ୟ୪ ൌ ∑ ሺ∆tሻ୧୧ ൌ ∑ ሺt െ t୧ሻ୧

∆t෡ ୧ ൌ
ሺ∆୲ሻ౟
∆୲౪౥౪౗ౢ

ൌ ሺ∆୲ሻ౟
∑ ሺ୲ି୲౟ሻ౟

                                           (6) 

 
where ሺ∆tሻ୧	is	the difference between current and the 

latest update time of ith neighbor.	∆t୲୭୲ୟ୪ is the sum of 
temporal (time) differences between the current and the 
latest update time for all neighbors.∆t෡ ୧is the normalized 
time difference. The second parameter is the rate of free 
memory space of each neighbor node, in which free 

memory of all neighbor nodes are calculated and their 
reverse sum determines the normalization coefficient of 
memory for prioritizing. Thus, according to relation 7, the 
amount of normal empty memory space for an ith node will 
be attained. 

 

௧௢௧௔௟ܤ ൌ෍ ௜ሻݐ௜ሺܤ
௜

෠ܾ
௜ ൌ

௜ሻݐሺܤ

௧௢௧௔௟ܤ
ൌ

௜ሻݐሺܤ
∑ ௜ሻ௜ݐ௜ሺܤ

																																																										ሺ7ሻ				 

 
where ܤ௜ሺݐ௜ሻ is the rate of empty memory of ith node at 

the latest update time of data from neighbor nodes,	B௧௢௧௔௟is 
the sum of empty memories of all neighbor nodes and ෠ܾ௜is 
the rate of normal empty memory of  the ith node at the 
latest update time. The third considered parameter is 
energy, which is the sum of normalized energy of all 
neighbor nodes as the choice factor, which is normalized 
according to relation 8: 

 
௧௢௧௔௟ܧ ൌ ∑ ௜ሻ௜ݐ௜ሺܧ

݁̂௜ ൌ
ாሺ௧೔ሻ

ா೟೚೟ೌ೗
ൌ ாሺ௧೔ሻ

∑ ா೔ሺ௧೔ሻ೔

                                                           (8) 

 

The final decision parameter has been introduced as the 
weighted sum of the three parameters, which is 
demonstrated as the following formula: 

 

ሻݐ௜ሺܦ ൌ ෢௜ݐ∆௧ݓ ൅ ௕ݓ ෠ܾ௜ ൅  ௘݁̂௜                                           (9)ݓ
  

The last considered parameter is the impact factor 
(coefficient) which is computed as below: 

 

ሻݐ௜ሺܦ ൌ
ଵ

ଷ
ሺ∆ݐ෢௜ ൅ ෠ܾ

௜ ൅ ݁̂௜ሻ                                                 (10) 
 

The 
ଵ

ଷ
 the coefficient is chosen such that generous 

coefficient is in [0-1] interval. 
 
5. Simulation results 

The common viewpoint in this study assumes that the 
latest data are more valuable regardless of the source from 
which they are produced. Intuitionally, it seems acceptable 
that newer sensors of the environment are more valuable. It 
is worth noting that during the designing phase, the nodes 
intermittence connection was taken into consideration so 
that sensors’ memory data does not overflow. In such cases, 
data replications require more memory. 

In this section, the results of the proposed method will be 
investigated and a comparison will be made based on the 
condition in which this method is not adopted too. In order 
to present the outcome results of the proposed method, 
Matlab (version 2013) was used. For simulating network 
parameters, table 1 parameters are used for the suggested 
system. For simulating purpose, network nodes were 
changed from 10 to 100, to investigate the rate of outputs in 
different conditions. 

The memory of each node is an important parameter in 
data network storage. Investigating memory nodes and 
homogenous usage of reliable positions in the network are 
considered vital in data storage. Figure 1 represents nodes’ 
memory space in comparison with the simulation time in 
different modes. 
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Fig. 1. Total used memory for the proposed method for different number of sensor nodes 
 
 

Table 1. The simulation parameters 
 

Symbol Amount Unit Description 

N 100-10 Scalar Number of nodes 

A 200*200 M2 Area surface 

D 80 M Transmission range 

ଵܸ
ሺ௜ሻ - Scalar Number of one-step neighbors 

Bi 250 Scalar Size of nth buffer ݅߳ሼ1, … ,ܰሽ 

Tsense,i 1 S Node nth sensing interval ݅߳ሼ1, … , ܰሽ 

sense,i 10 S-1 Node nth sensing rate ݅߳ሼ1,… , ܰሽ 

Pt 0.01 to0.5 mw Node transmission power 

Tadv 10 S Memory notification period 

R 3 Scalar Maximum number of replication in each sensory unit 

T 10 S Data recovery period 
 

 
As the figure shows, buffer usage procedure is depicted 

according to time passage. It is noted that balanced buffer 
capacity of nodes will be used by time passage which is 
observable in this network with different numbers of nodes. 
Investigating the balance feature reveals that it is one of the 
advantages of the proposed method in which energy 
parameter has been involved. 

The other required parameters in examining the 
efficiency of data storage are investigating buffer condition 
of active nodes. Figure 2 shows buffer condition for each 
node and its neighbor’s data storage at the end of 
simulation time which is distinguished by two colors. As it 
is indicated, the proposed method has been able to create a 
good balance between node data storage and neighbors’ 
data storage. It can be observed that in most cases this 
balance is distributed among nodes. 

Another criterion for investigating and examining an 
algorithm or protocol is how energy is used and how a 
balance is made among network nodes. Although the main 
proposal and initiative of this study have been based on the 
mentioned parameter, examining this section seems very 
important. As figure 3 shows, the remaining energy of each 
applied network is illustrated. These cases have been 
investigated and evaluated for modes in which the number 

of nodes has experienced change. As it is shown in the 
diagrams, the remaining energy of nodes is indicative of the 
balanced usage of network nodes which finally leads to a 
prolonged network lifetime. 

Considering energy not only leads to heightening 
reliability of data storage in neighbor nodes but has been 
able to promote the efficiency of the network. It is such that 
in the previous state, as figure 4 shows, energy usage was 
heterogeneous whilst energy was not considered. 

In certain cases, the network attenuation in high energy 
level is seen while no efficient usage of nodes is being 
discovered. 

The figure indicates that increasing the number of sensor 
nodes causes an increase in the supportive sensors. 
Therefore the missing data could be extracted by the larger 
number of nodes. In this regard, increasing the number of 
nodes is inversely related to the amount of missing data.  

In figure 5, because the energy parameter is not 
considered in selecting nodes, it is possible that the 
recipient node is dead or has died immediately after 
receiving the data before delivering it to the sink. This issue 
is considered in the proposed method and consequently 
better results are obtained at higher nodes scenarios. 
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(a)                                                               (b) 

 

    
  (c)                                                                  (d) 

 
Fig. 2. The condition of each node’s buffer at the end of simulation for the proposed method. (Green: occupied by sensor data, 

 yellow: occupied by neighbors data) (a) For each 10 sensor nodes (b) for 15 nodes (c) for 25 nodes (d) for 35 nodes 
 
 

 

 
(a)                                                                           (b) 

 

 
(c)                                                                      (d) 

 
Fig. 3. The remained energy of sensor nodes at the end of simulation for the proposed method. For (a) 10 nodes  

(b) 15 nodes  (c) 25 nodes (d) 35 nodes 
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Fig. 4. Sum of the waste data during simulation in the proposed method. 
 

 
 

Fig. 5. Sum of the waste data during simulation in the related work [1]. 
 
 

 
 

6. Conclusion 
In this paper, the problem of distributing redundant data 

in monitoring IoT–based systems has been discussed and a 
method with low complexity and overhead for distribution 
and data replication has been proposed. The simulation of 
the proposed method has been simulated with Matlab 
software. The goal is to create a balance between storage 
space, system stability, and energy consumption while 
communicational efficiency is high. By comparing and 
investigating the proposed method, the relative 
improvement in energy usage, lifetime and a balance in 
data storage in neighbor nodes have been noticed, while 
other parameters, e.g. efficiency and stability has been 
equal to related works. In certain cases, relative 
improvements have been observed which are indicative of 
the positive effect of the design and performance of the 
proposed method. 
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Abstract. The main idea behind social crowdsensing is to 
leverage social friends as crowdworkers to participate in 
crowdsensing tasks. A main challenge, however, is the 
identification and recruitment of well-suited workers. This 
becomes especially more challenging for large-scale online 
social networks with potential sparseness of the friendship 
network which may result in recruiting participants who are 
not in direct friendship relations with the requester. Such 
recruitment may increase the possibility of collusion among 
participants, thus threatening the application security and 
affecting data quality. In this paper, we propose a collusion-
resistant worker selection method which aims to prevent the 
selection of colluders as suitable participants. For each 
participant who is considered to be selected as suitable, the 
proposed method is aimed to prevent any possible 
collusion. To do so, it determines whether the selection of a 
new participant may result in the formation of a colluding 
group among the selected participants. This has been 
achieved through leveraging the Frequent Itemset Mining 
technique and defining a set of collusion behavioral 
indicators. Simulation results demonstrate the efficacy of 
our proposed collusion prevention method in terms of 
selecting efficient collusion indicators and detecting the 
colluding groups. 
Keywords: worker selection; collusion; data quality. 

 

1.Introduction 
 

1.1. Background 
The widespread prevalence of mobile computing devices 

such as sensor-rich smartphones has propelled the 
emergence of a novel crowdsourcing [1] paradigm, known 
as mobile crowdsensing or participatory sensing [2]. In 
mobile crowdsensing, ordinary citizens volunteer to use 
their mobile phones for collecting sensor data from their 
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nearby environment. The aim of such sensor data gathering 
methods include computing the aggregate statistics about a 
phenomenon, thus increasing the global awareness of the 
issues of interest. A plethora of applications have been 
recently proposed based on this revolutionary paradigm, 
ranging from personal health [3, 4] and prices of customer 
goods [5] to environmental monitoring such as road 
conditions [6] and noise pollution [7]. 

The involvement of people in the sensing process, 
however, brings about new challenges. Accepting to 
contribute to a task will inherently require that the worker 
devotes some time and effort towards it. Moreover, 
collecting and uploading the sensor data consumes the 
mobile phone battery and communication bandwidth. Most 
importantly, engaging in such crowdsourcing activities may 
lead to potential privacy threats such as the disclosure of 
home/work address or private conversations [8, 9, 10]. With 
all these in mind, a participant may be hesitant to contribute 
to a sensing task. This may result in a lack of adequate 
number of workers, which in turn may compromise the 
fidelity of the obtained information and ultimately render 
the application to be not very useful. 

One potential solution to address this challenge is to 
leverage online social networks (constituting hundreds of 
millions of subscribers with various skills and expertise) as 
the underlying publish-subscribe infrastructure for 
crowdsensing applications [11, 12]. In a typical social 
crowdsensing system, social network members can act as 
service requesters and utilize social friends and friends-of-
friends as crowdworkers to contribute to their tasks. A 
pertinent example of such a system is Jelly1 which is built 
on top of existing social networks like Facebook2 and 
Twitter3. When the users encounter something unusual, 
they can take a picture of the object, formulate a query and 
submit it to their social network. Another instantiation of 
the concept of social participatory sensing is found in [13] 
where Twitter is used as the underlying social network 
substrate. The authors proposed two mobile applications: (i) 

                                                            
1 http://blog.jelly.co/post/72563498393/introducing-jelly 
2 http://facebook.com 
3 http://twitter.com 
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a weather radar application in which, Twitter members send 
tweets indicating the weather condition and (ii) a noise-
mapping application where members gather sound samples 
via their mobile phones and contribute the noise level via 
Twitter. 

 

1.2. Problem Statement 
One of the important challenges in the success of social 

crowdsensing is the selection of suitable participants as 
crowdworkers. Leveraging well-suited participants is bound 
to increase the quality of obtained contributions, since 
suitable participants have better knowledge and expertise 
relevant to the task requirements. 

In the context of mobile crowdsensing, tasks are 
normally location-based (i.e. contributions should be 
collected from a specific place) and are to be completed 
within a specific time period. As such, the suitability of the 
participant for a campaign is typically related to the 
participant’s geographical and temporal availability as well 
as the participant’s reputation [14]. The geographical and 
temporal availability is extracted from collecting and 
analysing the time-stamped location traces of the 
participants. The reputation of the participant is measured 
based on the quality of the contributions of the participant 
in the past. 

In social crowdsensing, the existence of public profile 
information of participants (who are social network 
members as well), and the social links between them adds 
new dimensions to the evaluation of a participant’s 
suitability. Through public profile information, access to 
the participant’s interests, expertise and domain specific 
knowledge is possible. Moreover, the participant’s social 
reputability can be derived from his social relations and 
interactions. These valuable pieces of information can be 
used to identify well-suited participants, and hence, over-
come the challenge of suitability. 

Another important issue that should be considered when 
evaluating the suitability of participants is the likelihood of 
their involvement in collusive groups. A group of malicious 
participants might form a colluding group in such a way 
that they are recruited in preference to other potentially 
high-quality workers. The colluding group would then have 
the power to sway the outcome of the task in accordance 
with their agenda. So, it is important to identify potentially 
collusive members and prevent them from being selected as 
suitable participants. 

In order to prevent collusion in mobile crowdsensing, a 
series of works [15, 16] utilise a trusted platform module 
(TPM) [17]. TPM is a micro-controller provided with each 
sensor device to attest the integrity of sensor readings. This 
local integrity checking makes the system resistant to 

collusion. However, TPM chips are yet to be widely 
adopted in mobile devices. In other research that eschews 
TPM, such as [18, 19], the collusion detection is achieved 
by leveraging reputation management systems and outlier 
detection algorithms. The aim is to identify and revoke the 
colluders by investigating their behaviour and assigning a 
low reputation score to them. 

In the context of social crowdsensing, the existence of 
social ties between members facilitates the formation of 
colluding groups. Colluders can easily communicate via the 
social network communication facilities. They are also able 
to establish social communities by creating groups in the 
social network and manage collusive attacks by 
collaboratively contributing to a series of tasks. They can 
also easily share their  corrupted contributions with other 
group members and hence propagate the bias. So, selecting 
the participants in such a way that the probability of 
collusion among the selected members is very low is 
important for achieving high quality contributions. 

 

1.3 Contributions and Outline 
In this paper, we propose a collusion-resistant worker 

selection method, which is aimed at preventing the 
selection of colluding members as suitable crowdworkers. 
In other words, we intend to identify whether the addition 
of each new participant to the previously selected group 
will result in the formation of a group of colluders within 
the selected participants. 

Colluders are like-minded people who collaborate with 
each other on a specific agenda to obtain an objective by 
defrauding or gaining an unfair advantage. Their objective 
may be earning monetary or non-monetary profits. 
Colluders usually form a group which is large enough to 
make a considerable impact [20]. Moreover, group 
members usually target a considerable number of tasks and 
collaborate together in contributing to these tasks. Their 
contributions are typically similar to each other (in order to 
overwhelm the task with similar faulty contributions) and 
deviate from the other (genuine) participants (so as to 
change the task’s outcome). Finally, the colluders may 
prefer to connect with each other in the form of social 
groups to facilitate their communications. Based on these 
collaborative behaviours, the collusion prevention method 
considers the following collusion indicators: (i) group size 
(i.e. number of colluders), (ii) group target size (i.e. number 
of tasks in which colluders have collaborated in the past), 
(iii) group deviation (i.e. an indicator to show the deviation 
of content produced by the colluders from those of other 
honest participants), (iv) group connectivity degree (an 
indicator to show to what extend the colluders are socially 
connected to each other), an (v) group content similarity 
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(i.e., the degree of similarity of content produced by the 
group members). By considering all these indicators, the 
collusion prevention method determines a collusion 
probability for each participant and prevents the selection 
of the colluding participants. 

In summary, the main contributions of this paper are as 
follows: 

• We propose a method which is responsible for 
calculating a collusion possibility for each eligible 
participant to prevent any possible collusion on the task . 

• We introduce five collusion indicators that 
resemble the behavior of colluding group members. We 
then provide equation to quantify each indicator and 
combine them to reach to a single value as the possibility of 
collusion . 

• The accuracy and usability of the proposed 
techniques have been tested using real world datasets from 
the Advogato social network and Wikipedia Adminship 
Election and simulated experiments. The evaluation results 
show superiority of our method over the other common 
recruitment methods. 

The rest of the paper is organised as follows. Related 
work is discussed in Section 2. We present the details of 
our collusion detection scheme in Section 3. Simulation 
results are discussed in Section 4. Finally, Section 5 
concludes the paper. 

 
2. Related Work 

Social participatory systems can be regarded as a subset 
of collective intelligence systems, which are defined 
broadly as groups of individuals doing things collectively 
that seem intelligent [37]. Due to the openness of such 
systems, the selection and recruitment of well-suited 
participants has always been a great concern [38]. In the 
following, we will have a short review on the related works 
on the issue of collusion prevention among selected 
participants and will discuss the state-of-the-art. 

Collusion detection has been widely studied in P2P 
systems [39, 40]. A comprehensive survey on collusion 
detection in P2P systems can be found in [39]. In their 
work, the authors extensively study and classify the 
reputation systems and micro-payments systems (MPS) as 
two main approaches in P2P systems against collusion. 
Reputation management systems are also targeted by 
collusion. Colluders in reputation management systems try 
to manipulate reputation scores by collusion. Much effort is 
put into detecting collusion using majority rules, weight of 
the worker and temporal analysis of the behavior of the 
users [41], but none of these methods are strong enough to 
detect all sorts of collusion [41]. 

In [20], Mukherjee et al. have proposed a model for 
spotting fake review groups in online rating systems. The 
model analyzes textual feedback cast on products in 
Amazon’s online market to find collusion groups. They use 
eight indicators to identify colluders and propose an 
algorithm for ranking collusion groups based on their 
degree of spamicity. However, their proposed method is 
still vulnerable to some attacks. For example, if the number 
of attackers is much higher than honest raters on a product 
the model cannot identify this as a potential case of 
collusion. 

In the domain of participatory sensing, the authors in 
[18] aim at detecting the collusion by leveraging a 
reputation management system and outlier detection 
algorithms. In [15], a trusted platform module (TPM) is 
provided with each sensor device to attest the integrity of 
sensor readings. This local integrity checking makes the 
system resistant to collusion. To the best of our knowledge, 
the collusion prevention has not been discussed in social 
participatory sensing, and the methods proposed for 
participatory sensing are not applicable to this domain. 

 

3. Collusion Detection 
An online social network is best represented as an 

undirected graph with the set of nodes representing 
participants and the set of friendship relations between 
nodes. Each participant has a profile containing his 
attributes and related information. Some attributes represent 
the participant’s personal information such as name and 
address. Others include the outcome of participant’s social 
behaviour. Examples are the participant’s reputation score, 
the history of his previous transactions, the pairwise trust 
scores, etc. A participatory task or simply a task is 

represented by ߠ௜, and ϴ is the set of all the tasks to be 

solved (ϴ = {ߠ௜ሽ. The owner of the task is also called the 

requester. Ψ is the set of participants who contribute to the 

task (Ψ = {߰௜}). They provide the requester with a set of 
contributions represented by κ. 

As mentioned above, selecting well-suited participants is 
important for acquiring high quality contributions since 
these participants have better knowledge and expertise 
relevant to the task requirements. In our previous works 
[21, 22, 23, 24], we addressed the challenge of well-suited 
participant selection. Specifically, we proposed schemes 
and procedures for crawling through the social network 
starting at the requester and identifying well-suited 
participants. We define the suitable participants as those 
who can satisfy the task requirements. In order to evaluate 
the participant’s suitability, we defined and quantified a set 
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of suitability parameters. These parameters include the 
participant’s expertise to satisfy the task’s skill 
requirements, his locality for location-based tasks, his 
reputation score, etc. The suitability parameters are 
evaluated for each eligible participant and combined to 
form a suitability score for him. 

Once the participant ߰௜	is considered to be suitable for 

being selected, a final check should be done to ensure that 

the selection of ߰௜ will not result in potential collusion. In 

particular, we aim to identify whether the addition of ѱ௜ to 
the set of previously selected participants will result in the 
formation of a group of colluders. 

Collaborative attacks which are also called collusion 
attacks are those in which, a number of individuals form a 
clique and collaborate on changing the results of a task 
[20]. For example, colluders may collaborate as they wish 
to produce poor quality contributions that severely impact 
the goal of the task. 

We define a group g consisting of a set of participants 

Ψ௚ and a set of tasks	ϴ௚. In other words, g = {Ψ௚,ϴ௚}. 

All the participants in Ψ௚ have contributed to all the tasks 

in ϴ௚. 
Identifying the collusive groups requires two steps. In the 

first step, all existing collaborative groups (that fit within 
the above definition) are identified. In the second step, the 
potential collusive groups are detected among the identified 
groups. The detection of collusive groups is carried out 
based on a set of indicators. In the following section, we 
discuss these steps in detail. 

 
3.1 Identifying Potentially Colluding Groups 

In order to identify all collaborative groups among the 
selected participants, the collusion prevention method 
employs the Frequent Itemset Mining (FIM) technique [25]. 
FIM is a method for market basket analysis. It aims at 
finding regularities in the shopping behaviour of customers 
of supermarkets, mail-order companies, on-line shops etc. 
More specifically, FIM intends to find sets of products that 
are frequently bought together. There are multiple 
applications for the identified frequent item sets such as 
improving arrangement of products in shelves, on catalogue 
pages etc., supporting cross-selling (suggestion of other 
products), product bundling and fraud detection [26, 27, 
28]. Identified patterns are typically expressed as 
association rules, e.g., if a customer buys bread and butter, 
then this customer will probably buy cheese, too. The 
performance and accuracy of the FIM technique is 
discussed in [29]. FIM is one of the major group detection 
algorithms which have been extensively used for collusion 
detection in online rating systems [20]. Hence, in our 
collusion prevention method, we make use of the FIM 

algorithm to find potential collusive groups. 
The description of the FIM is as follows [29]: Let I = {i1, 

i2, …, in} be a set of items and D be a multiset of 
transactions, where each transaction T is a set of items such 

that ܶ ⊆ ܺ For any .ܫ	 ⊆  we say that a transaction T ,ܫ

contains X if ܺ ⊆ ܶ . The set X is called an itemset. The 
count of an itemset X is the number of transactions in D that 
contain X. The support of an itemset X is the proportion of 
transactions in D that contain X. An item set X is called 
frequent if its support is greater than or equal to some given 
percentage s, where s is called the minimum support. In our 
context, the set of items (I) is the set of all selected 
participants for the current task. The set of transactions (D) 
is the set of all tasks that a participant has been involved in 
the past. By mining frequent itemsets, we find groups of 
participants who have contributed to multiple tasks 
together. 

 
3.2 Collusion Indicators 

Most existing collusion detection techniques rely on 
‘behavioural’ indicators to identify colluding groups [20, 
30, 31]. These indicators reflect suspicious behaviour from 
a group of participants which indicates the possibility of 
collusion. Colluders usually form a group which is typically 
large enough to gain the majority and make a considerable 
impact [20]. Moreover, group members usually target a 
considerable number of tasks and collaborate together in 
contributing to these tasks. We also claim that the colluders 
prefer to connect with each other in the form of groups 
(such as social groups in OSNs) to facilitate their 
communications. 

Group connivance is also represented by some ‘content-
related’ indicators. Colluders normally report contributions 
with typically similar (duplicate or near duplicate) contents 
in order to ensure that the task outcome is different from the 
true consensus. Moreover, their contributions deviate from 
the other (genuine) participants in order to change the task 
outcome. In order to have a better view of content-based 
collusion indicators, we provide an illustrative example. 
Recall the PetrolWatch application [5] in which, 
participants are recruited to take photos of fuel price 
billboards. The photos are then aggregated in the server and 
the fuel prices are extracted. The cheapest fuel price for 
each area is then identified (for example by leveraging 
majority consensus). People are then able to query the 
server to access the cheapest fuel price in their area of 
interest. Consider a situation in which, a service station 
operator is aware that there is a contest between the nearby 
stations to have more costumers. The operator is aware that 
PetrolWatch uses majority consensus and comes up with a 
plan to game the system with the aim of attracting more 
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customers to his business. The service station operator asks 
several of his social friends to collusively report false data 
for the competing service stations by uploading old pictures 
of higher fuel prices. If the false prices reported by his 
friends are more than the correct prices reported by other 
people, the collusion attack will be successful. 

 

Table 1. Fuel prices of three different service stations 
uploaded by eight participants The abbreviation “inc.” is used to 
denote incorrect prices (e.g., due to not being able to successfully 

recognise the price in the image). 

Participants Station1 Station2 Station3 

1 123.0 119.0 Inc. 

2 123.0 119.0 Inc. 

3 123.0 119.0 121.3 

4 123.0 119.0 Inc. 

5 123.0 119.0 121.3 

6(m) 123.0 125.0 124.5 

7(m) 123.0 125.0 124.5 

8(m) 123.0 125.0 124.5 

correct ¢ 123.0 119.0 121.3 

majority 
consensus ¢ 

123.0 119.0 124.5 

 
Table 1 (taken from [18]) is an example of this scenario 

that represents the fuel prices reported by 8 participants. 
We assume that the malicious operator owns service station 

1 and that participants ߰଺ , ߰଻, and ଼߰ (denoted by ‘m’ in 
the table) are his workers who have formed a collusive 
group and report higher prices for service stations 2 and 3. 
As shown in Table 1, all the colluding members report the 
same data (¢125.0 for station 2 and ¢124.5 for station 3) to 
set a higher price for these stations. Also, the price reported 
by the group members deviates from the prices forwarded 
by other genuine participants 1-5 in order to change the 
outcome of majority consensus. The result obtained from 
the majority consensus (the last row of Table 1) shows that 
the colluding group is successful in falsifying the genuine 
price of service station 3 since they constitute the majority 
and hence, their reported price is selected as the true price. 
This example illustrates the need to examine certain 
features that suggest the likelihood of the existence of a 
colluding group. 

Similar to the concepts discussed above, in our collusion 
prevention method, we consider a set of indicators. These 
indicators suggest that a colluding group is likely to exist 
among the selected participants. Note that these indicators 

reflect the likelihood of collusion only when they all occur 
together. In the following, we explain each indicator in 
detail and discuss how they identify possible collusive 
activities. 

 Group Size (GS). The first indicator is the group size 
which is proportional to the number of colluders who 
have collaborated as a group in similar tasks. Group 
size (normalised) for a group g (GSg) is calculated as 
follows,  

௚ܵܩ ൌ
|ஏ೒|

୫ୟ୶	ሺ|ஏ೒|ሻ
                                                          (1) 

Where max(|Ψ௚|) is the largest group size of all found 
groups. GS is a parameter in the range of (0, 1], i.e. 0 < 

GS	൑ 1, showing how large the group is in comparison 
with other groups. 

 

 Group Target Size (GTS). While the group size 
measures the number of group members, group target 
size measures the number of tasks in which the group 
members have targeted to collaborate in the past. 
Groups with a high value of target size are more likely 
to be colluding as the probability of a group of random 
people to have attended the same tasks together is 
rather small. For a group g, GTSg is calculated as 
follows.  

௚ܵܶܩ ൌ
|஀೒|

୫ୟ୶	ሺ|஀೒|ሻ
                                                        (2) 

Where max (|Θ௚|) is the largest target size of all found 
groups. GTS is a number in range  

(0, 1], i.e. 0 < GTS ൑ 1. 

 Group Deviation (GD). The third indicator is group 
deviation which is an indicator to show the difference 
between the contents contributed by the colluders and 
those reported by other (honest) participants. In order 
to calculate the group deviation, we first calculate the 
deviation of the contents produced by group members 

from those of other participants for a single task ߳ݐΘ௚. 

For each task ߳ݐΘ௚, the deviation of the group (ܦܩ௧
௚) is 

calculated as follows:  

௧ܦܩ
௚ ൌ ቤߢ ప,௧

పఢஏ೒
തതതതതതത െ ߢ ఫ,௧

ఫ∉ஏ೒
തതതതതതതቤ , ,݅	݈݈ܽ	ݎ݋݂ ݆߳Ψ௚                    (3) 

Where ߢప,௧തതതത and ߢఫ,௧തതതത are the average of contents for task t 

given by members of group g and by other participants 
not in g, respectively. 

Now, for a group g, the group deviation, denoted by 
GDg, is the maximum of all group deviations for all 

tasks in Θ௚. In other words, GDg is computed as: 
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௚ܦܩ ൌ max௧ఢ஀೒ሺܦܩ௧
௚ሻ 	                                 (4) 

GD is a number in range (0, 1], i.e. 0 < GD ൑ 1. 

 Group Connectivity (GC). The fourth indicator which 
is specifically suited for social communities is the 
group connectivity degree which is an indicator to 
show to what extent the colluders are connected to each 
other. For a group g, we first calculate the number of 
links between group members and denote it by link 
count (LCg). LCg is calculated as:  

௚ܥܮ ൌ ∑ ∑ ௜ܶ,௝	݂ݎ݋	݈݈ܽ	݅, ݆߳Ψ௚
௝ఢஏ೒௜ఢஏ೒                        (5) 

Where, 

௜ܶ,௝ ൌ ቄ1				݂݅	݅ → ݆	ሺ݁ݎ݄݁ݐ	ݏ݅	ܽ	݈݇݊݅	݉݋ݎ݂	݅	݋ݐ	݆ሻ
݁ݏ݅ݓݎ݄݁ݐ݋																																																					0

 

GCg is then computed as follows. 

௚ܥܩ ൌ ௅஼೒

୫ୟ୶	ሺ௅஼೒ሻ
                                                          (6) 

GC is a number in range (0, 1], i.e. 0 < GC ൑ 1. 

 Group Content Similarity (GCS). The fifth indicator 
is group content similarity which indicates the degree 
of similarity of contents produced by group members. 
In order to evaluate this similarity, we first calculate 
the pairwise content similarity between every pair of 
members in the group. Pairwise content similarity 

between ߰௜ and ߰௝, denoted by ܥܩ ௜ܵ,௝
௚ , shows to what 

extent ߰௜	and ߰௝ have reported similar contents. In 

order to calculate the pairwise similarities between 
group members, we use the cosine similarity model, a 
well-known model for similarity detection [32]. 

Specifically, ܥܩ ௜ܵ,௝
௚  will be the cosine of the angle 

between two vectors containing the contribution 

contents of ߰௜ and ߰௝ and is a value in the range (0, 1). 

The value 1 for	ܥܩ ௜ܵ,௝
௚  means completely the same 

while 0 means completely different. ܥܩ ௜ܵ,௝	
௚ 	is 

calculated as follows. 

ܥܩ ௜ܵ,௝
௚ ൌ

∑ ఑೔,೟ൈ఑ೕ,೟೟ച౸೒

ට∑ ሺ఑೔,೟ሻమ೟ച౸೒ ൈට∑ ሺ఑ೕ,೟ሻమ೟ച౸೒

                              (7) 

We then calculate an overall degree of similarity for the 
group to show how all members are similar in terms of 
contents they have contributed. Group content similarity for 
every group g, denoted by GCSg is the minimum amount of 
pairwise similarities between group members. In other 
words, 

௚ܵܥܩ ൌ min௜,௝ఢஏ೒ሺܥܩ ௜ܵ,௝
௚ ሻ                                            (8) 

GCS is a number in range (0, 1], i.e. 0<GCS ൑1. 

3.3 Possibility of Collusion 
It is often difficult to determine with certainty whether a 

group is collusive [20]. Therefore, we define a metric called 

Possibility of Collusion (PoC) to show to what extent a 
group is potentially collusive. PoC is an aggregation of five 
collusion indicators. Since the importance of these 
indicators may be different in various applications, the 
collusion prevention method enables the applications to 
assign weight to each indicator based on its importance. 

Suppose that WGS, WGTS, WGD, WGC and WGCS are 
corresponding weights for indicators GSg, GTSg, GDg, GCg 
and GCSg. The weights are initialised in a way that: WGS + 
WGTS + WGD + WGC + WGCS = 1 and are set based on the 
application settings and nature, as described above. PoC is 
then calculated as: 

ሺ݃ሻܥ݋ܲ ൌ ௚ܵܩ ൈ ீܹௌ ൅ ௚ܵܶܩ ൈ ீ்ܹௌ ൅ 

௚ܦܩ ൈ ீܹ஽ ൅ ௚ܥܩ ൈ ீܹ஼ ൅ ௚ܵܥܩ ൈ ீܹ஼ௌ                       (9) 

PoC is a number in range (0, 1]. For each eligible 

participant  ߰௜ to be selected, we calculate the possibility of 
collusion (PoC(g)). If greater than a certain threshold, it 

implies that the selection of ߰௜ may lead to potential 
collusion, and hence, the participant will not be selected. 

 
4. Experimentation and Evaluation 

In this section, we conduct a simulation-based evaluation 
to analyse the behaviour of our proposed collusion 
prevention method. First, we explain the experimentation 
set up and the datasets we used in experiments in Section 
3.1. Then in Section 3.2, we investigate the efficiency of 
our proposed collusion prevention method. 

 

4.1. Simulation Set-up 
Our simulations have been conducted on a PC running 

Windows 7:0 Professional and having 4GB of RAM. We 
used Matlab R2012 for developing the simulator. 

4.1.1 Datasets 
In order to evaluate the performance of our proposed 

collusion prevention method, we set two experiments. In 
the first experiment, we aimed at utilising a real dataset for 
which, the possibility of collusion exists due to gaining 
benefits. Hence, we utilised the Wikipedia voting dataset. 
In Wikipedia, the voting process is used to elect 
administrators4.  Every registered user can nominate 
himself or another user as an administrator in Wikipedia 
and initiate an election. The other users participate in the 
election and cast their votes on the eligibility of nominee. If 
the majority of users recognise a user as eligible, this user 
then will become a Wikipedia administrator. In order to 
incorporate this dataset in the context of our method, we 
employ the following mapping. The requester is the 
nominee, the worker is the voter, the task is evaluating the 

                                                            
4http://en.wikipedia.org/wiki/Wikipedia:Requests\_for\_adminship 
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eligibility of the nominee as an administrator in Wikipedia 
and the contribution is the worker’s vote. We use the log of 
Wikipedia Adminship Election5 which was collected by 
Leskovec et al. for behaviour prediction in online social 
networks [33], referred to as WIKILog. WIKILog contains 
about 2800 elections (tasks) with around 100000 total votes 
and about 7000 users participating in the elections either as 
a voter or a nominee. We use the WIKILog to demonstrate 
the efficacy of our proposed method to detect collusion. 

The dataset that we use for the second experiment is the 
real web of trust of Advogato.org [34]. Advogato.org is a 
web-based community of open source software developers 
in which, site members rate each other in terms of their 
trustworthiness. Trust values are one of the three choices 
master, journeyer and apprentice, with master being the 
highest level in that order. The result of these ratings is a 
rich web of trust, which comprises of 14019 users and 
47347 trust ratings. In order to conform it to our 
framework, we map the textual ratings to the range of [0, 1] 
as master = 0.8, journeyer = 0.6, and apprentice = 0.4. 
Advogato web of trust can be regarded as a social 
participatory sensing system with users as the potential 
participants and trust ratings as the friendship relations. In 
order to better investigate the performance of our method, 
we artificially created collusive groups among Advogato 
members. We then investigated whether the proposed 
collusion prevention method is able to identify these 
groups. 

 

4.2 Collusion Prevention Analysis 
As mentioned in Section 3.1, to evaluate the performance 

of the collusion prevention method, we set two 
experiments. The experiments differ in their employed 
datasets. In the following, we explain the results of each 
experiment in detail. 

 

4.2.1 Wikipedia Adminship Election Dataset 
In the first experiment, we use the Wikipedia adminship 

election dataset to investigate the performance of our 
proposed collusion prevention method. The dataset contains 
the information related to 2794 tasks. The average number 
of participants in these tasks is 40. In order to obtain 
reliable results, we consider the tasks with number of 
participants greater than the average as the sample data, and 
randomly select 100 tasks from these. We then test our 
proposed method to identify any potential colluding group 
among the participants. As mentioned in Section 2.2, we 
consider five indicators for detecting potential collusion. 

                                                            
5 http://snap.stanford.edu/data/wiki-Elec.html 

Among these indicators, the two indicators Group Size 
(GS) and Group Target Size (GTS) are the most important 
indicators as they are the basic conditions for the formation 
of a group. Basically, a group g is created when at least th1 
members of g have collaborated in at least th2 tasks. So, we 
first run a short experiment to define the optimal values for 
th1 and th2. 

In order to find the optimum value for th2, we set an 

experiment in which, the target size (i.e. number of the 

tasks for which the group members have collaborated in the 

past) is changed. For each target size, we measure the 

number of groups identified, together with their size. As 

can be seen in Fig. 1, the maximum size of identified 

groups is decreased by increasing the target size. This is 

rational since the probability of finding groups whose 

members have collaborated in a greater number of tasks is 

smaller. We believe that the best setting is the one which 

results in the identification of the largest groups to make a 

considerable impact. As derived from the figure, this 

situation is related to the case where the target size is 6. So, 

we set th2 to be equal to 6. For the sake of simplicity, we 

assume that th1 equals to th2. 

 

 

Fig. 1: Evolution of number of groups and their maximum    
size according to the target size. 

 

In order to investigate the performance of our proposed 
collusion prevention method, we first utilise the FIM 
technique to find the candidate groups among the 
participants. The outcome is the discovery of 18 candidate 
groups with at least 10 members. We then employ our 
collusion prevention method and identify 9 of these 18 
groups as collusive. To evaluate the efficiency and accuracy 
of our method, we examine a number of statistical metrics. 
At first, we measure the ratio of the tasks targeted with the 
colluding groups. The result shows that 14% of the tasks 
were affected by these 9 colluding groups. This means that 
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our collusion prevention method is able to prevent these 
tasks from being targeted by the colluders. We then 
calculate the success ratio of the tasks targeted by the 
colluding groups as well as all 100 tasks. In the Wikipedia 
adminship election dataset, a task (an election) is successful 
if it results in the selection of the user as an administrator 
(note that the results are available in the dataset). By 
success ratio, we mean the ratio of the tasks that have 
resulted in a desired decision (i.e. resulted in the selection 
of a user as an admin), to the total number of tasks. We 
observe that overall success ratio of the tasks in our dataset 
is 71%. This ratio is 83% for the groups identified by our 
collusion detection method. This means that there is a high 
probability that the groups identified by our method are 
colluding groups, since their collaboration has resulted in a 
considerably high success ratio. This is a significant 
indication that the identified groups are much more likely to 
be collusive. 

 

4.2.2 Advogato Dataset 
In the second experiment, we use Advogato dataset. We 

first create a set of candidate groups among the Advogato 
members, and then, we define some of these candidate 
groups as collusive. In order to create candidate groups, we 
first select 90 Advogato members with at least 30 trust 
relations (i.e. 30 friends). Each of these members along 
with 20 out of his 30 friends forms a candidate group. 
When a task is released, a set of Advogato members are 
considered as eligible to contribute (by using the 
aforementioned suitability assessment and eligibility 
assessment techniques). Each candidate group with at least 
10 eligible members is considered as collusive. The 
collusive group members contribute polluted data while 
other eligible members contribute genuine data. 
Specifically, we assume that the genuine data (d) is a 
random number in [0,1], while the polluted data is a 

random number in (d - ߤ , d +	ߤ ). Greater values for ߤ  
result in polluted values with great deviation from the 
genuine values, which makes the collusion detection easier. 

In our experiments, we set ߤ to be 0.2. Note that for each 
task, all the collusive members report the contaminated 
data, while others report the genuine data. We run the 
experiment for 10 rounds. In each round, 20 tasks are 
released. At the end of each round, we utilise the FIM 
technique to find the groups. The outcome is the set of all 
groups among the eligible participants (who have 
collaborated in at least 5 tasks). Then, for each group 
identified by FIM, the possibility of collusion (PoC) is 
computed by utilising Equation 9. While we believe that the 
threshold for PoC should be application-specific, in our 
experiments, we assume that groups with PoC > 0.5 are 

identified as collusive (In Equation 9, for simplicity, we 
assume that all the indicator weights are equal to 0.2). 

In order to evaluate the efficiency and the accuracy of 
our proposed method in identifying the colluding groups, 
we utilise two criteria. For the evaluation of accuracy, we 
use the well-known measures of precision and recall [35]. 
Precision measures the quality of the identification results, 
and is defined by the ratio of the correct identification of 
colluding groups, to the total number of groups identified 
by our method. Recall measures coverage of the 
identification results, and is defined by the ratio of the 
collusive groups identified correctly to the total number of 
all correct colluding groups that should be found. These 
two definitions are summarised in the following equations: 

 

݊݋݅ݏ݅ܿ݁ݎܲ ൌ
ݕ݈ݐܿ݁ݎݎ݋ܿ	݀݁ݏ݂݅݅ݐ݊݁݀݅	ݏ݌ݑ݋ݎ݃	݁ݒ݅ݏݑ݈݈݋ܿ	݂݋	ݎܾ݁݉ݑ݊

ݏ݌ݑ݋ݎ݃	݂݀݁݅݅ݐ݊݁݀݅	݂݋	ݎܾ݁݉ݑ݊	݈ܽݐ݋ݐ
 

 
࢒࢒ࢇࢉࢋࡾ ൌ

	࢟࢒࢚ࢉࢋ࢘࢘࢕ࢉ	ࢊࢋ࢙࢏ࢌ࢏࢚࢔ࢋࢊ࢏	࢙࢖࢛࢕࢘ࢋ࢜࢏࢙࢛࢒࢒࢕ࢉ	ࢌ࢕	࢘ࢋ࢈࢓࢛࢔
࢙࢖࢛࢕࢘ࢍ	ࢋ࢜࢏࢙࢛࢒࢒࢕ࢉ	ࢍ࢔࢏࢚࢙࢏࢞ࢋ	ࢌ࢕	࢘ࢋ࢈࢓࢛࢔	࢒ࢇ࢚࢕࢚

 

 
These two measures are usually expressed as 

percentages. For an approach to be effective, it should 
achieve a high precision and high recall. However, in 
reality these two metrics tend to be inversely related [36]. 
This means that the improvements in precision come at a 

cost of reduction in recall, and vice versa. 

 

Fig. 2. Evolution of precision (%) in different rounds. 

 

Fig. 2 shows the evolution of precision in different 
rounds. As displayed in this figure, the collusion detection 
method achieves a precision of 63%. This means that our 
collusion prevention method is able to prevent 63% of the 
tasks from being targeted by the colluders. This is due to 
the suitability of the indicators, which correctly model the 
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collusive behaviour of group members. Note that it may be 
possible to achieve greater precision but would result in a 
drop in recall. As can be observed in this figure, the 
precision values evolve in a constantly in-creasing manner. 
A lower value of precision in the first rounds is due to the 
lack of adequate history related to the colluders’ 
behaviours. In other words, due to the small number of 
released tasks in the first rounds of the experiment, the 
collusion prevention method does not have the required 
information (e.g., content similarity, target size, etc.) at 
hand. As time goes by, collusive members collaborate in 
more tasks which results in the availability of more 
behavioural information such as number of the tasks they 
have collaborated on, the contributions they have re-ported 
to these tasks, etc. This helps the collusion prevention 
method to better detect the collusive behavioural pattern. 

 
 

Fig. 3: Evolution of recall (%) in different rounds. 

 
Fig. 3 depicts the evolution of recall in various rounds. 

As can be seen in this figure, our method also achieves a 
high percentage of recall (86%), which denotes that our 
collusion prevention method is successful in detecting 86% 
of the existing collusive groups. It can be observed that 
there is a slightly descending growth in recall after the 
fourth round which, as mentioned above, is natural in real 
systems, since precision and recall typically evolve 
inversely [36]. 

As mentioned above, a group is identified as collusive if 
the possibility of collusion (PoC) for this group is above 
0.5. The possibility of collusion is obtained by averaging 
the indicator values. However, in order to ensure that the 
indicators are selected correctly, we calculate the 
distribution of values of each indicator in all collusive 
groups identified by our method. Figures 4.a. to 4.e depict 
the distribution of values calculated for collusion indicators. 
The values calculated for indicators are almost always 
higher than 0.5. This illustrates that the identified indicators 

are suitable and effective for detecting collusion in social 
participatory sensing. 

 In a nutshell, the results show that our proposed 
collusion prevention method is successful in preventing the 
formation of colluding groups among the selected 
participants with high accuracy. 

 
5. Conclusion 

In this paper, we proposed a collusion-resistant 

participant selection method with the goal to prevent the 

formation of colluding groups within the selected suitable 

participants. The method investigates the possibility of 

collusion upon each eligible participant. This decision is 

made based on a set of indicators that are related to the 

common approaches utilised by colluders to arrange a 

collusive attack. Colluders normally form a large group and 

collectively collaborate on a large number of tasks. They 

normally contribute similar content which deviate from the 

genuine contributions provided by honest participants. They 

may also benefit from the social groups to better manage 

their communications. We then calculated the possibility of 

collusion based on these indicators. In order to measure the 

performance of the collusion prevention method, we set up 

two experiments in which, the datasets Wikipedia 

adminship election and Advogato were employed. The 

result of these experiments showed that our proposed 

method is able to detect the collusive groups with high 

precision. The results also demonstrated the correctness and 

effectiveness of proposed indicators. 
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Fig. 4. Distribution of the values of indicators in collusion attacks 
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Abstract: Various applications with different requirments 
are rapidly developed in the smart grid. The need to provide 
Quality of Service (QoS) for such a communication 
network is inevitable. However, recently a protocol called 
RPL (Routing Protocol for Low Power and Lossy Network) 
has been standardized and is known as the main solution for 
last mile communication network of smart grid. In this 
paper, by studying the existing methods and identifying the 
shortcomings, we propose a customized version of RPL 
which we call OMC-RPL (Optimized Multi Class-RPL). 
Two principal advantages of the proposed method are: a 
holistic objective function including distinctive metrics 
related to QoS; and supporting the data classification which 
is an important requirement in this context. The main 
contribution of this paper is to make different objective 
functions proportional to the number of classes by using 
weighting parameters. The best values of these coefficients 
are determined by an optimization algorithm. OMC-RPL is 
evaluated from different aspects. Simulation results show 
that the new idea significantly decreases the end-to-end 
delay and increases lifetime of the nodes that have limited 
source of energy. It seems that OMC-RPL could be a good 
substitution for the available methods. 
Keyword: RPL, DODAG, QoS.  
 
1. Introduction: 

One of the basic issues in Smart Grid (SG) is a reliable 
and secure communication network that can support SG 
applications such as Advanced Metering Infrastructure 
(AMI), Demand Response (DR), Distribution Automation 
(DA) etc.. Within the communication network associated 
with the power grid, the SG Neighbor Area Network 
(NAN) and Home Area Network (HAN), as shown in  

Fig. 1, are faced with substantial communication 
challenges because of their size and traffic variation [1-3]. 

The IETF ROLL working group had a mission to 
propose a routing protocol for LLN (Low Power and Lossy 
Networks) which leads to RPL (Routing Protocol for LLN) 
standard in 2012 [4, 5]. LLNs are made up of a large 
number of embedded devices with limited power, memory, 
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and resources that connect to each other using various 
communications protocols, such as IEEE 802.15.4, Wi-Fi, 
and power-line communication (PLC) [6]. RPL is the main 
candidate for acting as the standard routing protocol for IP 
smart object networks in NAN. This popularity is because 
of two reasons, one is its flexibility to adapt to different 
topologies, and the other is its capability of QoS support 
[7]. Distinctive types of applications in the smart grid, 
especially in NAN and HAN are experiencing the same 
situation as LLN. This last mile network is made of highly 
limited devices interconnected by fairly unstable low-
quality links that cause different QoS requirements, which 
is not the same as the traditional IP networks [8]. Eke the 
QoS is an essential component of the overall architecture in 
the smart grid [9]. Some data such as alert or control signals 
have real-time requirements. Ergo the networking 
infrastructure somehow should guarantee the quality of 
service, for example, decreasing the end-to-end delay. Due 
to the necessity of QoS in SG and usability of RPL, in this 
paper, we propose an optimized QoS-aware RPL, which is 
completely suited for SG communication network (SGCN). 
The remaining sections of this paper are organized as 
follows. In section 2, the RPL is explained. In section 3 the 
related work on QoS in smart grid and especially those 
methods using RPL, are studied. Section 4 explains the 
proposed method. Finally, the last two sections are about 
simulation results and conclusion.  
 

I. RPL 
RPL is a distance-vector protocol that is based on the 

concept of a topological Directed Acyclic Graph (DAG). 
DAG uses a tree structure in which each node can have 
more than one parent. Specifically, RPL organizes these 
nodes into Destination Oriented DAGs (DODAG) whose 
roots are destination nodes – e.g., sinks, concentrators, or 
network gateways. Fig. 2 shows a sample DODAG with a 
similar structure to a tree that specifies the conventional 
route between the LLN nodes [7]. 

DODAGs are created and managed based on the 
objective function (OF). The OF specifies routing metrics 
and optimization goals and can construct routes to satisfy 
any requirements, such as quality of service. To construct a 
DODAG, the root sends the objective function via a 
standard IPv6 message to neighboring nodes. The 
DODAG’s creation is finalized when the nodes select , 
using a general algorithm, their preferred parent, and rank. 
The rank of a node [10] is also computed by the objective 
function, which expresses the distance of the node from its 
root in relation to the given metrics; nodes closer to the root 
should have lower ranks. 
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Fig. 1. Smart Grid System Architecture [3] 
 

 
Fig. 2. A Sample of DODAG 

 
The RPL protocol’s process helps to create a self-

configuring, self-healing, loop detecting system that will be 
suitable for NAN and HAN networks in the smart grid. 

The specification of RPL does not force any routing 
metric and leaves it open to implementations. The proposed 
objective functions by the IETF presented in [10] and [11] 
have put forth some recommendations on how to 
implement OF without specifying usable routing metrics. 

In RFC 6552 [10] the principle of the OF is described, 
which is called Objective Function Zero (OF0). As 
explained earlier, the two main duties of an objective 
function are choosing a proper rank and the preferred 
parents. RFC 6552 describes the principles and rules of 
defining an objective function based on the required metrics 
and constraints. For instance, there is a rule that says, a 
node with the lowest rank should be chosen as a preferred 
parent, but note that this document does not consider any 
routing metric specified in [12]. The proposed objective 
function in this paper is also based on these foundations.  

One typical OF based on the metric of link quality is 
Expected Transmission Count (ETX) [11]. The main idea 
of this objective function is the probable amount of 
transmission to send a packet successfully. This OF is 

usually used in wireless environments. ETX has been 
widely used in recent research papers [13, 14]. 

 

2. Related Works  
In this section, we investigate about the related works in 

two parts. The first part is about the concepts and the 
methods that try to ensure the QoS in smart grid, but the 
second part is only about the techniques that use RPL 
algorithm to achieve this goal.  
 

A. QoS in Smart Grid 
There are too many studies on QoS in the smart grid. 

Some of them focus on challenges and requirements of QoS 
in this area. For instance, [15] discusses that one of the 
most important requirements is that each system 
architecture should support a diverse set of QoS classes 
with a wide range of rate and delay requirements. Other 
studies in this area usually propose specific ways that 
somehow improve the QoS in the smart grid. For example, 
[16] uses the Differentiated Service (Diff-Serv) approach 
and some priority queues. [17] provides different services 
for various types of traffic in MAC layer for low-cost 
protocols like ZigBee. [18] studies about the scheduling and 
routing methods based on a Back-Pressure algorithm to 
guaranty the QoS. 
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B. Methods Using RPL to Guarantee QoS in 
Smart Grid 

Although RPL has been released recently, several 
research studies have been presented to investigate about 
the subjects that are left open by the working group. In [19], 
two MAC-based routing metrics are used. The first one 
checks the ETX and the packet losses due to the MAC 
contention. The second metric selects the routes that have 
the acceptable traffic load by considering the power 
consumption, and the application required reliability. The 
proposed method is implemented by the author in a real 
testbed composed of seven Telos motes. The performance 
parameters in this paper are end-to-end reliability and the 
power consumption. 

In [20] the impact of objective functions on the network 
topology is analyzed. LQL (Link Quality Level) is another 
objective function, which is based on the link condition. 
The author uses two objective functions (OF0 and LQL) for 
comparison. In [21] a combination of two routing metrics 
among hop counts, ETX, remaining energy, and RSSI is 
used. In fact, the first metric is responsible for choosing a 
parent with the lower rank. If the first values are equal, then 
the node with the lower rank of the second composition 
metric is selected as the preferred parent. 

Another study [8] suggests a cross-layer QoS mechanism 
that merges a priority queue with multiple instances of 
RPL. The focus of this paper is on the MAC level QoS 
separation. Moreover, both RPL instances are based on the 
same objective function and root, but generate distinct 
DODAGs due to partitioning of the actual physical network 
(i.e., nodes are classified as regular or alarm, regular nodes 
are responsible for physical environment monitoring and 
generate data packets at a low rate; however, alarm nodes 
randomly generate small-size alert packets). This paper 
intends to extend the idea of QoS through multiple RPL 
instances by supporting priority traffic in MAC layer and 
exploring the effect of traffic differentiation at the network 
layer. 

In [3] the QoS is guaranteed through traffic prioritization 
in MAC layer in a way that the random backoff mechanism 
is altered based on the traffic classes, and this is how they 
control the channel accessibility. The author compares the 
single instance RPL, multi-instance RPL and multi-instance 
RPL with prioritized channel backoff to see the effect of 
traffic differentiation at the network layer. 

The author in [9] proposes a network-MAC cross-layer 
protocol based on incorporation of RPL and SCSP (Sleep 
Collect and Send Protocol) in wireless sensor networks. In 
fact, SCSP is a power-saving mechanism and media access 
control protocol. The RPL-SCSP guarantees fast 
transmission for critical data while reducing the energy 
consumption. In RPL-SCSP the preferred parent is slected 
based on the queue load; moreover, the nodes with the 
empty queue will be switching to an inactive state in order 
to extend the network lifetime. 

Another study [22] believes that in order to optimize the 
path to the DODAG’s root, the existing objective functions 
rely either on a single metric or on the combination of the 
two metrics. Thus a novel objective function based on the 
fuzzy parameters has been designed. Four different metrics, 
including end-to-end delay, hop counts, link quality and 

remaining energy are used to propose holistic objective 
function by using fuzzy logic. The proposed fuzzy system 
is a four-input controller with three membership functions 
for each input that leads to 81 rules. Eventually, by using 
centroid defuzzification method, control action based on 
several membership values is produced.  
 

3. THE PROPOSED OMC-RPL (Optimized Multi-
Class-RPL) PROTOCOL 

As studied in related work section, the existing protocols 
that offer the QoS by using RPL are usually faced with two 
major shortcomings: 
1) Most of the approaches do not provide a comprehensive 
and holistic objective function. For example, an OF may 
improve the end-to-end delay by finding the most proper 
path towards the sink, but as all packets try to use the same 
path, it is possible to have a bad effect on energy 
consumption.  
2) The data classification, which is one of the most 
important requirements in assuring the QoS is not 
supported by available methods. The main reason is that if 
we categorize the data, then each class type has its own 
specification, and it should be treated in a distinctive way. 
This means that we need different objective functions for 
each class of data, which is a notable challenge. Although 
some studies use two classes of data or two different OFs, 
but it is for multiple instances RPL. In fact, some networks 
may run multiple instances of RPL concurrently, but 
logically these instances are independent.  

In this paper, we propose a customized RPL with holistic 
objective function. The proposed protocol is named OMC-
RPL (Optimized Multi-Class RPL) which can support data 
classification. 

Although DODAG construction in RPL is clear, but as 
OMC-RPL should support data classification, we need a 
new procedure. OMC-RPL is able to support several types 
of traffics. In order to better understand the DODAG 
construction process we provide a flowchart in Fig. 3, that 
shows the steps in creating DODAG regarding just two 
classes of data with two ranks for each node. 

In the first step, the root broadcasts a message (including 
default values for rank1 and rank2 and the two objective 
functions) to the nodes in its vicinity . When a node 
receives a message from the root for the first time, the 
algorithm calculates two ranks for the node based on two 
different OFs sent by the root and creates a list which 
includes pairs of (rank1, parent) and (rank2, parent); 
naturally for the first time the root is the parent. In fact, we 
need two OFs to make the difference for two distinctive 
classes. The receiving nodes then broadcast a message with 
new routing information to their neighbors. Consequently, 
if it is not the first time that a node receives a message, the 
algorithm performs steps to decide if the message comes 
from a better parent with lower rank or not. Note that in 
DODAG, each node can have several parents; one as 
preferred parent and the others as a replacements in the case 
of failure. Furthermore, in our proposed method, each node 
may have different preferred parents proportional to the 
number of classes. Each parent is just suitable for its 
relevant class. 
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Fig. 3. OMC-RPL Algorithm for Constructing DODAG with Two Classes 

 

 
Fig. 4. A Sample Network of Nodes of Various Applications in HAN and NAN
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Various steps taken by the algorithm in order to select 

the preferred parents are as follow:  
The receiving node checks the posted rank for each class, 

and if it is not greater than the current rank, then it is 
reasonable to find new parents otherwise it drops the 
message. 

The receiving node computes the new ranks based on the 
fresh information to see if it is really from a better suited 
parent; if so it updates the pairs of (ranki and parent) in its 
list and removes the parents with greater rank. To clarify 
the concern of overhead, we should be careful that there are 
not separate routing tables, we just keep different ranks and 
preferred parents for each node. 

When the DODAG is constructed, the upward route is 
clear because the only routing process for the intermediate 
nodes is to send their packets based on their class to the 
preferred parents, which is chosen during the DODAG’s 
construction procedure. 

We provide an example to better describe the proposed 
algorithm. Fig. 4 shows a sample network of twenty nodes 
and two roots in HAN and NAN. Each node may be related 
to different applications such as DR (Demand Response), 
AMI (Advanced Metering Infrastructure), Smart Streetlight, 
Smart Home Devices, EVSE (Electric Vehicle Supply 
Equipment), etc. with various QoS requirements. The root 
could be a concentrator in a station. After performing the 
two classes OMC-RPL algorithm, a DODAG as shown in 
Fig. 5 is created. It is obvious that this exemplary DODAG 
is formed based on a specific OF. If we change the 
objective function, we willprobably face another DODAG. 
As mentioned earlier, according to two classes of data, each 
node has two preferred parents (the parents could be 
different from each other), and also each node could have 
none or several reserved parents. 
Algorithm 1 is the generalized OMC-RPL algorithm for ݊ 
classes of data. Note that the messages in OMC-RPL are 
standard IPv6 message. These messages are modified easily 
by adding some fields for extra ranks. 

Now, the challenge is designing ݊ objective functions for 
each class of data. According to [22] a good route should be 
real-time (low end-to-end delay), reliable (high delivery 
ratio) and energy efficient. Therefore, our goal is to propose 
comprehensive objective function that satisfies these 
properties. Instead of having ݊ objective functions, we 
suggest weighting parameters that make the difference for 
each class of data based on its requirements. Three main 
components of our proposed objective function are: the 
quality of the node, the quality of the link (henceforth, we 
name them NR (Node Rank), LR (Link Rank) respectively) 
and the energy efficiency, that we evaluate by Remaining 
Energy (RE) in each node in percent. It is obvious that the 
RE is meaningful for the nodes that are supplied by battery 
and have the energy concern; for the other nodes, we 
consider the RE equal to one. 

The proposed objective function is given by Equation 1: 
 

R୬ሺiሻ ൌ R୬ሺpሻ ൅
ሺα୬NR ൅ β୬LRሻ

RE
൅ 1 

 

(1) 

Table 1 shows all the parameters and their definitions, 
which are used in the equations. According to the proposed 
objective function, the rank of each node for each class of 
data is the sum of its parent’s rank in the same class, plus 
the ratio of link and node quality (the NR/LR coefficients 
are changed equivalently to the class type) to RE, plus one 
hop count. The weighting parameters are used to control the 
effectiveness of NR and LR based on the class type. 
Distinctive types of traffics and five classes of data related 
to LLN are presented in [23]. Each data class faces with 
different QoS requirements. This issue is satisfied by 
changing the weighting coefficients. In fact, the data 
classification scale is the amount of allowed delay times for 
various types of applications. Packets with very low 
allowance of a delay, belong to critical, real-time and high-
priority classes. Assume a spectrum of applications from 
real-time to non-real-time, that can be divided into several 
classes; the first class is the most critical, and that last one 
is the most unimportant. 

When there are real-time packets, the values of weighting 
parameters should be selected in a way that the objective 
function offers the best path (appropriate nodes and links) 
towards the root. The qualities of node and link are 
determined by the proposed equations 2-6. Equations 2, 4 
and 5 compute the node quality by multiply the ratio of 
service rate to arrival rate and the ratio of queue length to 
buffer length. Equation 3 is used to keep the history of node 
quality. This parameter is calculated, using the current and 
old values of NR. Equation 6 is the ETX, that we use it for 
the link quality. 
 

ܴܰ ൌ ߩ ൈ ߱ (2) 

߱.ߩ ൌ ሺ1 െ .ߩሻሺߛ ߱ሻ௢௟ௗ ൅ .ߩሺߛ	 ߱ሻ௖௨௥௥௘௡௧ (3) 

ߩ ൌ ߣ ൗߤ  (4) 

߱ ൌ ܳ
ൗܮ  (5) 

ሺ௜,௝ሻܴܮ ൌ ݉ ⁄ݏ  (6) 
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Fig. 5. An exemplary DODAG after Using OMC-RPL Based on Two Classes of Data 
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Table 1: Definition of parameters used in objective function. 

Parameters Definition 
 class ݄ݐ′݊ ሻ rank of node ݅ for࢏ሺ࢔ࡾ
 class ݄ݐ′݊ ሻ the rank of preferred parent for࢖ሺ࢔ࡾ
 class between (0-1) ݄ݐ′݊ Weighting coefficient for ࢔ࢻ
 class between (0-1) ݄ݐ′݊ Weighting coefficient for ࢔ࢼ
 The amount of this parameter shows the node quality ࡾࡺ
 The amount of this parameter shows the link quality between two nodes ࡾࡸ
 Remaining Energy in percent ࡱࡾ
 Coefficient between (0-1) ࢽ
 Arrival rate ࣅ
 Service rate ࣆ
 Queue length ࡽ
 Buffer length ࡸ
 data packets transmitted from node i to node j ࢓
࢙ Number of successful network layer transmission 

 

 
In order to find the best values for the weighting 

coefficients, we use the PSO (Particle Swarm Optimization) 
algorithm. PSO is a population-based algorithm that was 
introduced by Kennedy and Eberhart in 1995. It is based on 
the social behavior of a swarm of birds and fishes in search 
of for food [24]. This algorithm is an appropriate solution 
for a large-scale non-convex optimization problem. 
Searching rules in this algorithm are easy and yet 
meaningful, the computation time is low and there is no 
need for much memory space; these are the reasons why it 
has been used by many applications to solve several 
problems. The procedure of PSO algorithm in finding 
optimal values follows the animal behavior through using 
the best personal/global experience of particles. PSO 
consists of a swarm of particles, where each particle 
represents a potential solution [25]. Although recently, 
several modifications have been made to the original PSO, 
but the main idea of PSO asserts that position of the particle 
toward the optimized answer is influenced by a velocity 
vector. Let ݔ௜ሺݐሻ denote the position of particle ݅ in the 
search space at time step ݐ (denotes discrete time steps). 
According to equation 7, the new position of the particle is 
obtained by adding a velocity ݒ௜ሺݐሻ to the current position. 
The velocity is calculated based on equation 8 which is the 
outcome vector of previous velocity, local best and global 
best values [26]. 

 

ݐ௜ሺݔ ൅ 1ሻ ൌ ሻݐ௜ሺݔ ൅ ݐ௜ሺݒ ൅ 1ሻ 
(7) 

ሻݐ௜ሺݒ ൌ ݐ௜ሺݒ െ 1ሻ ൅	ܿଵݎଵ൫݈ݐݏܾ݈݁ܽܿ݋ሺݐሻ െ ݐ௜ሺݔ െ 1ሻ൯
൅ ܿଶݎଶ൫݈݃ݐݏܾ݈ܾ݁ܽ݋ሺݐሻ െ ݐ௜ሺݔ െ 1ሻ൯ 

(8) 

 
In equation 8, ݈ݐݏܾ݈݁ܽܿ݋ሺݐሻ and ݈݃ݐݏܾ݈ܾ݁ܽ݋ሺݐሻ 

respectively show the best personal and the best 
neighborhood experience of particles in time slot	ݐ, 
ܿଵܽ݊݀	ܿଶ are acceleration coefficient and ݎଵܽ݊݀	ݎଶ are 
random numbers between 0 and 1. After a certain number 
of repetitions, the algorithm will find the optimized answers 
in the search space. 

Despite the non-real-time classes, the critical and 
sensitive classes of data need a fast path; with regard to this 
issue, the NR coefficient is considered greater than the LR 
and for the less important classes, it happens vice versa. 
This classification idea causes the spread of traffic through 
the network. This leads to congestion prevention and an 
increase in the network lifetime . Eventually, the PSO 
procedure of finding the optimized values for weighting 
parameters is as follows: the required initial values are 
determined; the random weighting coefficient values are 
selected for the particles; the PSO objective function which 
we consider as the average end-to-end delay is 
implemented; then the best personal and global experiences 
are identified; the algorithm is repeated based on equation 7 
to find the optimized values. According to the 
aforementioned, and in order to have distinctive weighting 
coefficients for each class of data, The ranges for the 
coefficients, equivalent to the number of classes is specified 
in Fig. 6. For example, in a case that there are two classes 
of data, the optimized NR coefficient for the first class 
should be found between 0.5 and 1, and the optimized LR 
coefficient should be found between 0 and 0.5. In the next 
section using the simulation, the performance of the 
proposed method is evaluated. 

 

 
Fig. 6. Specified Range of Weighting Coefficient for Two, Three 

and Four Classes of Data 
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4. PERFORMANCE EVALUATION: 
In order to evaluate the OMC-RPL, we create a sample 

network with several nodes and sinks. This network 
generates different traffic types related to the various 
applications and classes. Furthermore, to support distinctive 
applications, some of the nodes have energy concern and 
work with a battery. Table 2 shows the general information 
of simulation environment. 

 
Table 2. The General Information of Simulation Environment 

Simulator Riverbed 18.0 
Simulation area 250×250m 
Number of nodes 88 
Number of sinks 3 
Number of nodes work 
with battery 

7 

Initial node energy for 
battery base nodes 

50 joule  

Test duration for each 
scenario 

1 Hour 

Traffic patterns 
Is defined based on the 
classes and specifications in 
[23] 
 

Before evaluating the proposed method, we need to find 
the optimized values for weighting coefficients. In the 
current study, we consider three different cases, including 
two, three and four classes of data; with that in mind, the 
described PSO is implemented inside the simulation 
software, and we need to run the algorithm for each class. If 
we have two classes, then we should run the algorithm two 
times. The achieved values of parameters at different cases 
is shown in table 3. For example, in the case of two classes 
of data and by using the achieved values, the objective 
functions for the first and second class are given in 
equations 9 and 10, respectively. Now the OMC-RPL is 
able to support different classes and has several OFs 
corresponding to the number of classes. 

 

Rଵሺiሻ ൌ Rଵሺpሻ ൅
ሺ0.87 ൈ NR ൅ 0.33 ൈ LRሻ

RE
൅ 1 (9) 

 

Rଶሺiሻ ൌ Rଶሺpሻ ൅
ሺ0.39 ൈ NR ൅ 0.76 ൈ LRሻ

RE
൅ 1 

(10) 

 
 

Table 3. The Values of Weighting Coefficients 
Two 

Classes 
ଵߙ ൌ ଵߚ 0.87 ൌ 0.33
ଶߙ ൌ ଶߚ 0.39 ൌ 0.76

Three 
Classes 

ଵߙ ൌ ଵߚ 0.90 ൌ 0.13
ଶߙ ൌ ଶߚ 0.54 ൌ 0.43
ଷߙ ൌ ଷߚ 0.16 ൌ 0.88 

Four 
Classes 

ଵߙ ൌ ଵߚ 0.81 ൌ 0.18
ଶߙ ൌ ଶߚ 0.66 ൌ 0.42 
ଷߙ ൌ ଷߚ 0.37 ൌ 0.70 
ସߙ ൌ ସߚ 0.22 ൌ 0.91

 
In the following, we evaluate the performance of OMC-

RPL in distinctive scenarios. In all scenarios, four different 
cases, including OMC-RPL with two, three and four classes 
of data (which henceforth we call case A, case B and case 
C, respectively) and ordinary RPL that is based on ETX, 
are used for comparison. In the first scenario, we compare 
the end-to-end delay of these cases during the simulation 
time; the results of which can be seen in  

Fig. 7. It shows that the classification idea outperforms 
the RPL with single OF. Although in cases B and C, the 
results are almost the same, but both of them act better than 
case A. It seems that the diversity of applications are in a 
way that there is no difference between three and four 
classes of data. 

In the second scenario, we again investigate the end-to-
end delay, but this time some nodes are congested 
randomly. This scenario is illustrated in Fig. 8. The peaks in 
regular RPL show the congestions, and the results 
demonstrate that in all cases OMC-RPL acts better. In 
OMC-RPL the process of DODAG construction is 
continuously repeated and upon any changes in nodes and 
links, ranks are modified and a new DODAG is created, 
while in ordinary RPL, any changes in nodes are not 
effective and lead to the increase of the drop rate in case of 
congestions. That is why at these moments the end-to-end 
delay increases slightly in OMC-RPL and rises sharply in 
ordinary RPL. 

 
 

 
 

Fig. 7. End to End Delay During the Simulation Time (All Nodes Work Normally) 
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Fig. 8. End to End Delay During the Simulation Time (Some Nodes Are Congested) 

 

 
Fig. 9 is about the third scenario which depicts the end-

to-end delay in a situation that some nodes fail. When 
failure happens in ordinary RPL (ETX), the end-to-end 
delay increase significantly while this growth is negligible 
in each OMC-RPL case. We know that when a receiving 
node fails, the algorithm easily uses the reserved parents. 
The variation of end-to-end delay in cases B and C are 
more than the previous scenarios, then we can conclude that 
in the case of node failure, more classes of data could act 
better. 

The average node’s queue size is a QoS metric. For the 
fourth scenario, we choose four sample nodes.  

Fig. 10 shows the average queue size in the selected 
nodes during the simulation. Looking at the chart, it is 
obvious that when using RPL (ETX) a node like node 2 is 
too busy but conversely, node 1 is rarely selected as the 
preferred parent and is idle. The average queue size in each 
case of OMC-RPL does not exceed more than half the 

capacity, in fact, OMC-RPL by using a holistic OF and 
various parameters balance the traffic load in all the nodes.  

The goal of the fifth scenario is the assessment of energy 
consumption in the nodes that work with battery. In this 
scenario, we choose three of the seven available nodes that 
have the energy concern; two of these nodes are common 
with the previous scenario (node 1 and 2). Fig. 11 shows 
the remaining energy of nodes in percentages. The leftover 
energy in node 1 is around 90 percent, which means that 
this node is not used very often, unlike node 2 that lost its 
energy completely. The achieved results from both the last 
scenarios prove that the ordinary RPL is not able to find the 
appropriate paths due to the lack of proper objective 
function; therefore, some nodes are used immensely while 
others remain unused . The results for any case of OMC-
RPL show that the remaining energies in nodes are 
acceptable and OMC-RPL can help to increase the network 
lifetime. Among different instances of the proposed 
method, case C outperforms in terms of energy 
consumption. 

 
 

 
 

Fig. 9. End to End Delay During the Simulation Time (Some Nodes Are Failed) 
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Fig. 10: Average Queue Size for Four Sample Nodes 
 

 
Fig. 11: Remaining Energy in Percent for Three Sample Nodes that Work with Battery 

 

 
5. Conclusion 

As mentioned earlier, recently RPL protocol has become 
one of the main solutions in the smart grid. Lots of 
researches have been done on this issue. In this paper by 
studying the shortcomings and challenges of RPL, we 
present a modified version of RPL with the approach of 
QoS. Since data classification is the main requirement of 
providing QoS, the proposed method with comprehensive 
objective function regarding the QoS metrics is able to 
support multi-classes of data; in this regard the PSO 
optimization algorithm is used to find the best values of 
coefficients used in OF. OMC-RPL with the different 
number of classes and various scenarios was simulated; the 
results in comparison with ordinary RPL are significant. 
Using OMC-RPL with any number of classes leads to 
decrease end-to-end delay, balance the traffic load in the 
network and increase the lifetime of battery supplied nodes. 
Although the results for three and four classes of data are 
very close, but in some scenarios, we still experience better 
outcomes for four classes of data. Thereupon using the idea 
of multi-class RPL can play an important role in the smart 
grid and can be used as an alternative solution. As future 
work, we can propose new OF with different metrics and 
approaches for specific cases; we can investigate about the 
stability of the network and also the optimized number of 
classes can be studied. 
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Scheduling Data-Driven Workflows in Multi-Cloud 
Environment 
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Abstract. Nowadays, cloud computing and other 
distributed computing systems have been developed to 
support various types of workflows in applications. Due to 
the restrictions onthe use ofone cloud provider, the concept 
of multiple clouds as been proposed.Inmultipleclouds, 
schedulingworkflowswithlarge amounts ofdata is a well-
knownNP-Hard problem. The existing scheduling 
algorithms have not paid attention to the data dependency 
issues and their importance in scheduling criteria such as 
time and cost. In this paper, we propose a communication-
based algorithm for workflows with huge volumes of data 
in a multi-cloud environment. The proposed algorithm 
changes the definition of the Partial Critical Paths(PCP) to 
minimize the cost of workflow executionwhile meeting a 
user defined deadline. 
 
Keywords: Cloud Computing,Multi-cloud,Workflow 
Scheduling,Data Dependency, Communication. 
 
1. Introduction 

Multiple clouds have a special place in the modern-day 
models we use. An important reason for this is the 
increased use of clouds in recent years. One of the 
important features of clouds is the illusion of unlimited 
resources to cloud users. The number of users varies at 
different times of the day during the weeks or on weekends. 
If the providers upgrade their resources so as to meet the 
peak demand of users, these resources will remain partially 
unused during non-peak hours. However, providers can 
shut down unused nodes in order to eliminate the cost of 
maintenance of the equipment and resources; however, they 
still have to pay for the cost of buying and equipping these 
unused resources. To offset these costs, providers are 
forced to increase their prices, and this has resulted in the 
poor competition between cloud service markets. On the 
other hand, if the provider only supplies the needed 
resources to users in the average demand time, then it 
cannot provide service at peak time demands and this will 
lower the reliability of the provider and it will result in a 
reduction of the number of users of its services. Today, a 
cloud alone cannot meet the needs of users at all times and 
it is becoming more important to provide service using 
multiple clouds. Sharing resources between several 
providers might be the best solution to the problem. 
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In [1], more than 25 types of multiple clouds have been 
introduced among which multi-cloud and cloud federation 
are a few examples. In cloud federation, cloud providers 
will agree to share resources, which help them improve 
services to the users. However, since the cloud technology 
is in its early stages and there is no overall standard, the 
agreement between cloud providers is difficult due to the 
fact that each provider uses their own interface and 
protocol. Multi-clouds a type of multiple cloud system in 
which there is no agreement between the cloud providers, 
and a third party is responsible for the relationships, the 
dialogues, and monitoring the providers. Scheduling in a 
cloud environment has been one of the major challenges in 
the world of clouds.  

Workflow is a collection of interconnected multiple tasks 
that must be performed in a specific order. Workflow 
structure indicates temporary dependencies between tasks 
[2]. Workflow scheduling is the problem of mapping each 
task to a suitable resource and of ordering the tasks on each 
resource to satisfy some performance criterion. This is an 
NP-Hard problem, so there is no known polynomial 
algorithm for it. In general, Multi-Criteria scheduling 
problems are very difficult to solve even in the single cloud 
case. Workflow scheduling is facing more challenges in the 
multi-cloud environment due to the increasing number of 
complex factors. One of the major problems facing the 
proposed scheduling algorithms in multiple clouds is the 
lack of attention to communication in workflow and its 
effect on the cost and execution time. The data transfer rate 
between the samples of a cloud is very high, (e.g. 
bandwidth between different samples in the Amazon EC2 is 
approximately between 300 Mbps to 4 Gbps) and this 
transfer is free, while the received speed of the Amazon 
cloud (inter-cloud speed) is between 400 Mbps to 20 Mbps 
and send speed is between 20Mbps and 80 Mbps[3-5]. In 
the proposed solution, we have tried to pay attention to 
minimize the cost and time due to it. In the proposed 
approach, we use the concept of Partial Critical Paths(PCP) 
introduced by Abrishami et al.[6]. In this way, we have 
changed the definition of the critical path and the amount of 
communication between the tasks to be included in this 
definition.  

The rest of the paper is organized as follows. Section 2 
presents related work. In section 3, we describe the generic 
application, objective, and platform models underneath our 
approach. Section 4 shows the proposed algorithm and 
scheduling policies. Section 5 presents and discusses the 
results. Finally, in Section 6 we present our conclusions and 
future work. 

 

2. Related Work 
So far, many algorithms have been proposed for 

workflow scheduling in a single cloud including: [7], [8], 
[6], [9], [10] and [11].The authors of most of these works 
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have considered execution time and cost as their objectives. 
Ever since the concept of multi-cloud has been introduced 
in recent years, there have been a few algorithms in this 
field.   

In 2007, Sakellariou et al. [12] presented an algorithm 
known as IC-LOSS. The IC-LOSS algorithm tries to 
minimize the execution time under a budget constraint. This 
algorithm consists of two phases: first, it tries to find an 
initial schedule for the input workflow with minimum 
execution time, and then it refines the initial schedule until 
its budget constraint is satisfied. In the first phase, it uses a 
well-known makespan minimization algorithm, called 
HEFT [13]. The HEFT algorithm for each task is looking 
for a version that has the earliest completion time for the 
task. The second part deals with the correction of the 
scheduling with the allocation of tasks to cheaper resources 
until the budget constraints are fulfilled: 

LossWeight (TI,J) =
୘୬ୣ୵	—	୘୭୪ୢ	

େ୭୪ୢ	—	େ୬ୣ୵  
 

In 2010, Van den Bossche et al.[14]solved the problem 
of multiple applications scheduling in several cloud 
providers using linear programming. The objective function 
in this algorithm is minimizing the total cost of data traffic 
and computational cost over all time slots within the 
schedule for all providers. The lack of consideration of the 
communication time between the clouds is one of the 
problems in this paper. 

In 2011, Houidi et al. [15] presented an algorithm that 
aims to break several requests between cloud providers 
such that the user costs (total cost of each resource and the 
cost of communication) are minimal. They distributed the 
requests with the broker between the cloud providers. The 
broker is composed of three main components:  
1. Cloud Request Splitting 
2. Resource Provisioning 
3. Inter-Cloud Network Provisioning. 

After formulating the problem, they have solved it by 
using linear programming. 

In 2011, Li et al. [16] presented an algorithm that aims to 
maximize capacity and minimize costs in accordance with 
the new conditions of the providers. They have also tried to 
minimize the overhead of scheduling under the new 
conditions as compared with the previous condition if some 
changes are made in the environment. 

In 2013, Fard et al. [17] presented a method to prevent 
the selfish behavior of providers that use an auction pricing 
model instead of the pay as you go model. In this way, each 
task announces to the resources its workload 
(communicating with other tasks and the required input-
output). The source suggests an approach to tasks. In this 
way, the solution is chosen so that the product of time and 
its cost is minimal. After winner resource is selected, if the 
time proposed by the source is greater than or equal to real-
time, the cost of the provider is fully paid and if the time 
proposed by the source is less than real time, the resource is 
penalized using a given function. In this method, the Nash 
equilibrium is used that is a fundamental concept of the 
theory of games. 

In 2012, Fardet al. [18] presented an algorithm that is one 
of the complete algorithms introduced in this field. The 
algorithm makes use of user-defined constraints about time, 
cost, power consumption, and reliability and then it 
estimates the optimal solution. In this paper, all the 

objectives are modeled. Then the algorithm approximates 
the optimum solution during threephases. In the first phase, 
it estimates the objectives’ sub-constraints for each 
individual task using the user constraint vector. In the 
second phase, it assigns a rank to each task of the workflow 
and sorts them in an ascending order. Finally, in the third 
phase, the algorithm attempts to allocate the most 
appropriate resource to each activity with due consideration 
given to the estimated sub-constraints. A major problem 
with this algorithm is that it does nothing to improve 
communication. As was mentioned earlier in this paper, 
inter-cloud communication is one of the most important 
issues in the scheduling workflow in multi-cloud systems. 
Lack of attention to this point has affected the whole 
algorithm, and it is particularly inappropriate for 
communication-based workflows. The assumption of 
unlimited resources is another problem in this algorithm. 

Duan et al. [19] offered a good algorithm in 2014. In 
their paper, time and cost are considered based on the 
limitations of communication bandwidth and storage space. 
One of the differences between this paper and the previous 
one [18]is that this paper considers two objectives and two 
conditions instead of four objectives. The other difference 
is that this algorithm has a lower time complexity as 
compared with [18]. In this paper, the problem is modeled 
with game theory. The algorithm is repeated as many times 
as needed by one condition and the nearly optimal solution 
is found. One of the advantages of this algorithms fasts 
convergence by using the information about the 
environment and the competitors. And the other advantage 
is that you can easily add a new objective to the problem. 
One of the major problems of this algorithm is that it is not 
suitable for applications with a high level of complexity just 
like the algorithm presented in the previous paper. Other 
problems can also be mentioned such as the following: 
1. Initialization of the weight vector is done by the 

algorithm itself and this can lead to different results.  
2. Tasks are broken vertically to transfer parallel tasks to 

one provider that cannot be useful because there is no 
data to transfer between them (The cost and time of data 
transmission within a provider are not comparable to the 
inter providers).  
In 2014, Montes et al. [20] proposed an algorithm that 

allows execution of dynamic workflows in a multi-cloud 
environment. In addition, there is an ability to customize 
the scheduler for the user. One of the policies that provide 
this ability operates as follow: it assigns instances to each 
task so that the total execution time of tasks, task data 
receiving time to the desired instance, and the estimated 
time needed to perform the next task, is minimized. 
Another policy is based on a deadline that selects a 
minimum set of the resources that are needed to complete 
all tasks such as deadlines are met and the objective 
function is satisfied. They have considered four objective 
functions: performance optimization, data locality 
optimization, performance and data optimization, and cost 
optimization. One of the major problems of this algorithm 
is the lack of attention to the communication problems 
costs. As the article mentioned, communication has a very 
great impact on the cost and time and that should be 
focused on. One of the other problems is considering the 
workflow dynamically and separating its steps effectively. 
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Table 1. Comparison of different scheduling algorithms in a cloud environment 
 

Paper Environment Scheduling 
type Method Objectives Advantages Disadvantages 

BIP 
[14] 
2010 

Hybrid cloud 
and Multi-

cloud 
static 

Mathematical

model 

• Minimize cost - 

• The lack of attention to 
communication and to be 
placed tasks in a single 

provider 
• Unsuitable for 

communication-based 
applications 

[15] 
2011 

Multiple 
cloud 

static 

Mathematical 

model 

• Minimize cost 
•consider tasks placed    in a 

single provider 

• The lack of attention to 
communication and 

execution time and user 
deadline 

[16] 
2011 

Multiple cloud dynamic 

Mathematical 

model 

• Maximize the use of 
capacity 

• Minimize cost in new 
conditions 

• Dynamic considering the price 
of instances, the type of 

instances, and the performance 
of the services 

 

• The lack of attention to be 
placed tasks in a single 

provider and 
communication in 

workflows 

[17] 
2013 

Multi-cloud dynamic 
Mathematical 

Model 
• Minimize cost 

• Minimize execution time 
• harness the selfish behavior of 

cloud providers 

• The lack of attention to be 
placed tasks in a single 

provider and communication 
in workflows 

[19] 
2014 

Hybrid cloud static 

Mathematical

Model 

• Minimize cost & time 
while fulfilling network 
bandwidth and storage 

requirements 

• fast convergence by using 
competitors and environment 

information 

• unsuitable for applications 
with the complex 

dependencies between tasks 
• initialize the weight vector by 

the algorithm itself 
• break tasks vertically 

MOLS 
[18] 
2012 

Set of 
heterogeneous 

resources 
 

static Heuristic 
• Minimize cost, time, and 

energy consumption 
• Maximize reliability 

• low time complexity 

• assuming resources are 
unlimited 

• The lack of attention to 
communication between the 

clouds 

[20] 
2014 

Multi-cloud Dynamic Heuristic 
• Minimize cost to satisfy

the objective function 
and user deadline 

• allows users to customize 
scheduling policies 

• The lack of attention to 
communication and cost at 

the same time 
• high time complexity 

 

3. The Model 
3.1. The Application Model 

Workflow is described by a Directed Acyclic Graph 
(DAG) in which each computational task is represented by 
a node, and each data or control dependency between tasks 
is represented by a directed edge between the 
corresponding nodes. W=(T,E) consists of a set of n tasks: 
T= ⋃ T୬

୧ୀଵ ୧ interconnected through a set of control flow and 
data flow dependencies: E={(Ti, Tj, Dataij)|(Ti, Tj)∈ T ൈ
TሽAs Dataij shows the amount of data to be exchanged 
between Ti and Tj. 

We always add two dummy tasks Tentry and Texit to the 
beginning and the end of the workflow, respectively. These 
dummy tasks have zero execution time and they are 
connected with zero-weight dependencies to the actual 
entry and exit tasks. 
 

3.2. The Platform Model 

A multi-cloud environment includes N providers: P1, 
P2,…,PN. Each provider has certain characteristics that are 
shown by a property vector (Bup, Bdown, Cin, Cout, Binternal, I), 
which include (in order) upload/download bandwidth, 
incoming/outgoing data transfer costs, internal bandwidth 
and set of provider’s instances (I1i,I2i, … Imi). Each instance 
mi, has certain characteristics that are shown by a property 

vector Imi=(Vmi,Cmi), which include (in order) 
computational speed of the instance Imi in millions of 
instructions per second (MIPS) and cost of instance mi. 
 

3.3. The Objective Model 

We want to schedule workflow so that the execution costs 
are minimized and user deadlines are satisfied. Time and 
cost have been formulated according to [18]. The execution 
time of task Tj on the instance Imican be computed as the 
sum of the longest input transfer time Tj (from all inputs to 
Tj) and the task computation time: 

ET(Tj,Imi)= Max ୘ౌ∈	୮୰ୣୢሺ୘ౠሻ{
ୢୟ୲ୟ౦ౠ
୆౫౦ሺ୫୧ሻ

 }+ 
୵୭୰୩ሺ୘ౠሻ

୚ౣ౟
             (1) 

WhereB୳୮ሺmiሻis the bandwidth between taskTjand Tp. The 
completion time or makespan of a task Tjcan be recursively 
computed as follows: 

ETfinal(Tj,Imi)= 

൝
ET൫T୨, I୫୧൯																																																																																					pred൫T୨൯ ൌ ∅

Max ୘౦∈୮୰ୣୢ൫୘ౠ൯
ቄET୤୧୬ୟ୪ ቀT୮, sched൫T୮൯ቁ ൅ ET൫T୨, I୫୧൯ቅ pred൫T୨൯ ് ∅

 

(2) 

Consequently, the workflow makespan is given by the 
longest completion time of its tasks: 
TotalET(workflow)=Max୨∈ሾଵ…୬ሿ{ETfinal(Tj,sched(Tj))}     (3) 

The cost of task Tjin the instance mi is thesum of the 
computation and data transfer costs: 
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Algorithm 1: Finding Critical Paths  

C(Tj,Imi) 
ൌETሺTj,Imiሻ*Cmi൅InputሺTjሻ*	C୧୬ౣ౟

൅OutputሺTjሻ*C୭୳୲ౣ౟
(4) 

where Cmiis the computational cost in instance mi,	C୧୬ౣ౟
and 

C୭୳୲ౣ౟
is the incoming and outgoing data transfer cost of 

instance Imi’s cloud.  Input (Tj) and Output (Tj) are the total 
amount of input and output data of node Tj that are received 
from tasks that have been scheduled in instances other than 
cloud of instance Imi(because data transfer cost between 
tasks is zero if you have two tasks on the same instance or 
on instances that are available on one cloud). The execution 
costs for a workflow is equal to the sum of computation and 
communication costs for all tasks: 

Cfinal(workflow)=∑ CሺT୨, schedሺT୨ሻሻ
୬
୨ୀଵ (5) 

 
4. The Proposed Algorithm 
At first, a brief look at basic concepts is presented. In the 
proposed scheduling algorithms, we have two notions of the 
start times of tasks, i.e. the earliest start time computed 
before scheduling the workflow, and the actual start time 
which is computed after the tasks are scheduled. The 
Earliest Start Time of each unscheduled taskTi, EST(Ti), is 
defined as follows: 
EST(Tentry) = 0 
EST(Ti)=Max୘౦∈୮୰ୣୢሺ୘౟ሻ{EST(Tp)+MET(Tp)+TT(Tp,Ti)}(6) 

where the Minimum Execution Time of a task Tp, 
MET(Tp), is the execution time of task Tp on an instance 
Ij∈I which has the minimum ET(Tp, Ij) between all 
available instances. Note that MET(Tentry) and MET(Texit) 
equal zero.TT(Tp,Ti) is the data transfer time of the 
dependency Datapi.  Accordingly, the Earliest Finish Time 
of an unscheduled task Ti, EFT (Ti), can be defined as 
follows: 
EFT (Ti) = EST (Ti) + MET (Ti)                                        (7) 

The latest finish time for each unscheduled task is 
calculated as follows: 
LFT(Texit) = D 
LFT(Ti) =Min୘౦∈ୡ୦୧୪ୢሺ୘౟ሻLFT(Tp)—MET(Tp) —TT(Tp,Ti)} 

(8) 
 
where LFT(Ti) is the latest time at which Ti can finish its 
computation such that the whole workflow can finish 
before the user defined deadline. 

The general idea is that the proposed algorithm breaks 
workflow in such a way that tasks with the most 
dependency are scheduled to run on one cloud. 

In the proposed algorithm, the critical paths are identified 
according to the new definition. EFT,EST, and LFT are 
computed for all nodes. Then we define the degree of 
dependence that is calculated for all nodes and finally for 
all paths. Nodes are ranked and scheduled so that the best 
possible cloud is assigned to each path. In the following, we 
explain the steps of the proposed algorithm. 

 
4.1. Step One: Identify the Partial Paths with Minimal 
Communications 

The Critical Parent of a node Ti is the unassigned parent of 
Ti that has the latest data arrival time at Ti. The partial 
critical path for each workflow graph is calculated as 
follows: we begin with Texit and follow back the critical 
parents until we reach Tentry, and so we find the overall real 

critical path of the workflow graph .The proposed algorithm 
has changed this concept and the graph is broken into paths 
whose tasks together are the largest data exchange. One of 
the conditions of the generated paths is that all nodes have a 
maximum of one parent and one child in every path. 
Algorithm 1 shows how to break the workflow graph to 
paths with the mentioned conditions. 
 
4.2. Step Two: Preprocessing 

At this step, the Degree of Dependence (DOD) of each path 
to the other paths is calculated. Thus, because of the 
limitation of free capacity of every cloud, the algorithm 
specifies that the paths should be scheduled on one cloud. 
At first, DOD is calculated for tasks that their critical 
parents are located in another path according to 
Algorithm1. Thus, the DOD of T1 to T2 is equal to the start 
time of T1 regarding the arrival time of data from T2 in the 
other path, minus the start time of T1 regardless of the 
arrival time of data from T2 in the other path: 
DOD(T1,T2) = (EST(T2) + MET(T2) + TT(T1,T2))- 

 (EST(T3) + MET(T3) + TT(T1,T3))          (9) 
 

 

1. Input:W=(T,E),T=⋃ T୬
୧ୀଵ i,E={(Ti ,Tj, Dataij)|(Ti,Tj)∈ T ൈ T}, 

Eij=(Ti,Tj,dataij); 

2. Output:CriticalPaths=⋃ CPୱ
୧ୀଵ i, CPi=(startNodei, endNodei,E'i| E'iC E); 

3. coveredPaths← ∅, coveredNodes← ∅;   /*set them to empty*/ 

4. SE← Sort(E,Data);  /*Sort all E in descending  Data order */ 

5. forall (Eij∈ SE) do 

6. if(Eij∈coveredPathsandTi∈coveredNodesandTj∈coveredNodes)then 

7.           add (Ti,Tj,Eij) to coveredPaths 

8.           add Ti,Tj to coveredNodes 

9. end if 

10. if(Eij∈coveredPathsandTi∈coveredNodesandTj∈coveredNodes)then 

11. if( ∃CPe∈coveredPaths | CPe=(Tj,Tj',Ejj')) then 

12. CPe=(Ti,Tj',Eij) 

13.       add Tj to coveredNodes 

14. end if 

15. end if 

16. if(Eij∈coveredPathsandTi∈coveredNodesandTj∈coveredNodes)then 

17. if(∃CPe∈coveredPaths |CPe=(Ti',Ti,Ei'i)) then 

18. CPe= (Ti',Tj,Eij)  

19.         add Ti to coveredNodes 

20. end if 

21. end if 

22. if(Eij∈coveredPathsand Ti∈coveredNodesandTj∈coveredNodes)then 

23. if((∃CPe∈coveredPaths| CPe=(Ti',Ti,Ei'i ))and                        

(∃CPe'∈coveredPaths | CPe'=(Tj,Tj',Ejj'))) then 

24. CPe← (Ti',Tj',Eij) 

25.          Remove CPe'fromcoveredPaths 

26. end if 

27. end if 

28. end for 

29. Return coveredPaths 

 

whereT1 is the critical parent of T2 that has been located in 
a different path with the path of T1 according to Algorithm 
1, and T3 is the parent of T1 in the path produced by 
Algorithm 1.It should be noted that TT(T1, T2) is calculated 
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by using the inter-cloud speed while TT(T1,T3) is calculated 
by using the intra-cloud speed. In addition, DOD is 
calculated only for two nodes such that one is the critical 
parent of the other, but has been located in a different path 
from the path produced by Algorithm 1, and DOD for other 
pairs of nodes is considered to be zero. After calculating the 
DOD of all nodes, DOD of each path to the other path is 
calculated, i.e. that is equal to the sum of DOD of all nodes 
in the path to nodes in the other path and vice versa: 
DOD(CP1,CP2)=∑ ∑ DOD൫T୧, T୨൯୘ౠ∈୘ᇲిౌమ୘౟∈୘ᇲిౌభ

 

+∑ ∑ DOD൫T୨, T୧൯୘౟∈୘ᇲిౌభ୘ౠ∈୘ᇲిౌమ
           (10) 

 
whereTᇱେ୔భ  and Tᇱେ୔మ  respectively are the set of nodes in 
the path CPଵandCPଶ. Algorithm 2 shows how to calculate 
DOD of two paths. 

 
4.3. Step three: Allocation of Resources to the Partial Paths 

At this step, a degree is assigned to each node in the 
workflow. The degree is based on the estimated time 
required to execute tasks. In this case, we begin with the 
end of the workflow and calculate the degree of root nodes. 
The degree is equal to the execution time of these tasks in 
the fastest available instance. Then, we calculate the 
degrees of all parent nodes. The degree of each parent is 
equal to the sum of the maximum degree of the children 
and data transmission time from the parent to the child. 
Similarly, the degrees of all tasks in the workflow are 
calculated. These degrees are arranged in ascending order. 
Then tasks from the ordered list are traversed and scheduled 
onto the best cloud. Algorithm 3 shows the procedure. In 
this algorithm, we begin from the node with the highest 
degree and based on the assigned degree, the operation is 
repeated for each node. The node that is to be scheduled is 
now called the current node. Among all the paths identified 
by Algorithm 1, the path that includes the current node is 
called the current path. First, we examine if there is a node 
on the current path that is scheduled. If the response is 
positive, we try to find the best instance preferably in the 
cloud in which the parent of the current node is placed(First 
we will search for available instances at the desired cloud, 
and if a good instance could not be found we create a new 
instance in that cloud). If the response is negative, we 
consider if there is a scheduled node on the paths that 
depends on the path of the current node. If affirmative, we 
try to find the best instance in the cloud on which the path 
that depends on to the current node is scheduled. If there 
are several options, we select a cloud that has a greater 
volume of transactions (according to the calculated DOD 
by using Algorithm 2) in the current path. If the response is 
negative, we introduce an appropriate cloud based on our 
preliminary estimates and create the best instance on it. The 
preliminary estimates check that if all workflow nodes are 
separately scheduled on one cloud, which cloud would be 
the least expensive one (Any node of the workflow that 
cannot be executed even in the fastest instance of a cloud is 
not considered). So, we select a cloud for which the ratio of 
the cost to the number of instructions of executable tasks is 
the least. After scheduling this node, the node with the next 
degree is chosen. 

 
Algorithm 2: Computing Degree Of Dependency of  
two paths(DOD) 

1. Input:W=(T,E), T=⋃ T୬
୧ୀଵ i , E={(Ti ,Tj, Dataij)|(Ti,Tj)∈ T ൈ T}, 

Eij=(Ti,Tj,dataij), CriticalPaths=⋃ CPୱ
୧ୀଵ i; 

2. Output:⋃ ൛DOD൫CP୧, CP୨൯หCP୧, CP୨ ∈ 	CriticalPathsሽ
ୱሺୱିଵሻ
ୡୀଵ ; 

3. for all (Ti∈T) do  

4.     Compute EST (Ti), EFT (Ti) and LFT (Ti); 

5. end for 

6. for all ((Ti	, Tj)∈ (T ൈ T)) do  

7. 	CP୘౟ ← FindCriticalPath(T୧);     /*Path of T୧ form CriticalPaths*/  
8. CP୘ౠ ← FindCriticalPath(T୨);     /*Path of T୨ form CriticalPaths*/ 

9. CiriticalParent୘౟ ← 	Max୘౦∈୮୰ୣୢሺ୘౟ሻሼEFT൫T୮൯ ൅ TTሺT୮, T୧ሻሽ;     

/*node that is normal critical parent of T୧ according [6]*/ 
10.     if(Tj=CiriticalParent୘౟and	CP୘౟ ് CP୘ౠ)   

11. DOD(Ti,Tj) = (EST(Tj) + MET(Tj) + TT(Ti,Tj)) – (EST(T3) + 

MET(T3) +  TT(Ti,T3)); 

12. else 

13. DOD(Ti,Tj)=0; 

14. end if 

15. end for 

16. for all (CP୧, CP୨ ∈ CriticalPathsሻdo 
17. DOD(CPi,CPj)=∑ ∑ DODሺT୫, T୬ሻ୘౤∈୘ᇲిౌౠ୘ౣ∈୘ᇲిౌ౟

+  

∑ ∑ DODሺT୬, T୫ሻ୘ౣ∈୘ᇲిౌ౟୘౤∈୘ᇲిౌౠ
 

18. end for 
 

5. Performance Evaluation 
In this section, experiments to verify the performance of the 
algorithm are proposed. The proposed algorithm is 
examined from two aspects: 
a. Specifying the criteria for evaluating the quality of the 
proposed algorithm as compared with the other existing 
algorithms. For this purpose, two measures are used to 
compare quality: 1) Compare the shortest execution time of 
the algorithms, 2) Compare the financial cost of scheduling 
and the cheapest possible scheduling of each algorithm. 
b. Evaluate the performance of the algorithm about 
workflows in comparison with the other existing 
algorithms. For this purpose, several workflows are studied. 
 
5.1. Experimental Setup 

For each experiment, we assume 10 clouds with each cloud 
having 10 separate services with different processor speeds 
and different prices. The processor speeds are selected 
randomly so that the fastest service is roughly five times 
faster than the slowest one, and accordingly, it is roughly 
five times more expensive. The average bandwidth between 
the computation services is set to 1 Gbps and the average 
bandwidth between clouds of 100 Mbps has been assumed. 
One-hour time slots are used. In the experiments, normal 
cost is calculated as follows: 

NC=
୲୭୲ୟ୪	ୱୡ୦ୣୢ୳୪ୣ	ୡ୭ୱ୲	

େୡ
                                                      (11) 

where	Cc is the cost of executing the same workflow with 
the cheapest strategy (scheduling of all nodes on a separate 
version of the cheapest available service) and normal 
makespan or execution time is calculated as follow: 

NM =
ୱୡ୦ୣୢ୳୪ୣ	୫ୟ୩ୣୱ୮ୟ୬	

୑ౄ
                                                     (12) 
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whereMୌ is the time of executing the same workflow with 
the fastest strategy (scheduling of all nodes on a separate 
version of the fastest available service). The final deadline 
is changed by a factor of α in the experiments. In this case, 
the deadline is calculated from the product of αat execution 
time of the fastest strategy. 

 
5.2. Experimental Results 

The proposed algorithm is tested for three common 
workflows presented in Table 2. We compared the 
proposed algorithms with IC-LOSS scheduling algorithm 
described in Section II because this algorithm has the same 
criteria as the proposed algorithm. For the Sipht, 
CyberShake, and Epigenomics workflows the proposed 
algorithm has a better performance, as shown in (Fig. 1, 2 
and3). Experiments show that the proposed algorithm has a 
better performance than others when the workflow tasks 
have more data dependency and dispersal communication 
between them. 

 
Table 2. Workflows Classes 

 

LargeMedium Small Workflow 

1000 100 30-50 CyberShake 

1000100 30-60 Sipht 
997100 24-46 Epigenimics 

 

 

19. Input:W=(T,E), T=⋃ T୬
୧ୀଵ i , E={(Ti ,Tj, Dataij)|(Ti,Tj)∈ T ൈ T}, 

Eij=(Ti, Tj, dataij), CriticalPathes=⋃ CPୱ
୧ୀଵ i; 

20. Output:⋃ ሼሺT୧, schedሺT୧ሻሽ
୬
୧ୀଵ ,workflow schedule; 

21. ranks=ComputeRank(T);/*the ranks are calculated in a bottom-up 
direction in workflow*/ 

22. ST ←Sort(T, ranks);                     /*Sort all T in descending ranks 
order*/ 

23. for all (Ti∈ST) do  
24. 	bestCloud ← ∅,T′ ← ∅,T′′ ← ∅;   /*set them to empty*/ 
25. 				CP୘౟ ← FindCriticalPath(T୧);    /*Path of T୧ form CriticalPaths*/  

26. T'←FindScheduleNodes(CP୘౟); /*Nodes of		CP୘౟ that is scheduled*/ 

27.    for all(CP C CriticalPaths |DOD(CP୘౟,CP)് 0) do /*T'' is 

schedueledNodes in all depended on paths of CP୘౟*/ 

28. T''←T''∪FindScheduleNodes(CP);/*add Nodes of CP that is 
schedueled to T''*/ 

29.   end for 
30. if(T'് ∅) then 
31. bestCloud←FindBestCloudInPath(Ti); /*bestCloud for Ti according 

CP୘౟*/ 

32. else  if(T''് ∅)then 
33. bestCloud←FindBestCloudInDependedPath(Ti); /*Best Cloud for Ti 

According DependedPaths*/ 
34. else 
35. bestCloud←PreCloudAssign() ;/*Estimate bestcloud  */ 
36. end if 
37.    end if 
38.    if(bestCloud് ∅andbestcloud	is	not	full)then/*if bestcloud can 

accept more requests according to its strategy*/ 
39. AssignBestInstance(Ti ,bestCloud);/*Assign Ti to BestInstance in 

bestCloud*/ 
40. else 
41. AssignBestInstanceInFree(Ti);/*Assign Ti to BestInstance that exists  

in all Clouds*/ 
42. end if 
43.   Mark Ti as scheduledNode; 
44. end for 

 

 
(a)       (b) 

 
(c) 

 
Fig. 1. The Normalized Cost of scheduling workflows with Extended PCP and IC-LOSS with the time interval equal to 1 h. 

(a). CyberShake. (b).Sipht. (c). Epigenomics. 
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  (a)       (b) 

 
(c) 
 

Fig. 2. The Normalized Cost of scheduling workflows with Extended PCP and IC-LOSS for different workflows classes. 
(a). CyberShake. (b). Sipht. (c). Epigenomics. 

 
 

 
(a)       (b) 

 
(c) 
 

Fig. 3. The Normalized Makespan of scheduling workflows with Extended PCP and IC-LOSS for different workflows classes.(a). 
CyberShake. (b). Sipht. (c). Epigenomics. 
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Fig. 4.  The Normalized Cost of scheduling Epigenomics workflow for different external/internal bandwidth values 

 

 
(a)  

 

 
(b) 

 

 
(c) 

 
Fig. 5. Used instances (percentage of each instance type. a) CyberShake. b) Sipht. c) Epigenomics. 

 
Fig 4 shows the Normalized Cost of scheduling 

Epigenomics workflow for different external/internal 
bandwidth values. As seen in Fig 4, the proposed algorithm 
shows more reaction to internal bandwidth and the cost is 
reduced by increasing it. Fig5. Shows the percentage of 

each instance type which is used by IC-Loss and Extended 
PCP algorithms. We can see from Fig.5 that the proposed 
algorithm tries to use the instances from one cloud, while 
IC-LOSS uses instances from different clouds. It leads to 
minimize the amount of communication between different 
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clouds in our algorithm and so the cost and execution time 
are minimized. 
 
6. Conclusions and Future Work 

In this paper, a scheduling algorithm for data-driven 
workflows in a multi-cloud environment, called Extended 
PCP is proposed. In this proposed algorithm, we break a 
workflow into the paths whose tasks have the largest data 
exchange together and have the minimum data exchange 
between each other. A new criterion for controlling data 
flow, called Degree of Dependence or DOD, which is 
calculated for all nodes and paths is defined. This criterion 
will help us minimize the amount of communication 
between different paths by selecting the tasks that are more 
appropriate to be with each other. This algorithm considers 
communication as a very important factor that influences 
the whole scheduling. This makes the algorithm suitable for 
data-driven workflows in which a large amount of data is 
transferred between their tasks. The time complexity of the 
algorithms is O(n2), where n is the number of workflow 
tasks. The polynomial time complexity makes it a suitable 
option for the cases with large workflows. The proposed 
algorithm is evaluated by comparing its performance on 
scheduling three synthetic workflows that are based on real 
scientific workflows with different structures and different 
sizes, with IC-Loss [12]. The results show that the proposed 
algorithm has a better performance in workflows with a 
high amount of communication. 

In the future, we intend to improve the proposed 
algorithm for multi-workflows scheduling in a multi-cloud 
environment and by taking into account other criteria such 
as fairness between providers. The next planned future 
work is extending the algorithm for dynamic environments 
where there is a possibility of changing the conditions of 
providers at any time in order to maximize the profits of 
users and providers at the same time. 
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Abstract. In real-time task scheduling on multiprocessor 
systems, partitioning approach has received the attention of 
many researchers because of its higher least upper bound 
utilization of safe systems. Semi-partitioning allows some 
tasks to be split into subtasks and each subtask to be 
assigned to a different processor. Though task splitting 
improves the performance of systems, by counting each 
subtask as a separate task, it increases the effective number 
of tasks to be scheduled, which in turn, raises the execution 
overhead. This research is on semi-partitioning of tasks and 
assigning each partition to a separate processor to be 
scheduled by the well-known scheduler Rate-Monotonic 
(RM). Using our algorithm, we do not need to define 
release time for subtasks of a task to assure their non-
concurrent execution and the number of effective tasks, in 
turn, is reduced. It is theoretically proven that with the 
proposed semi-partitioning and RM scheduling algorithm, 
all processors may safely run their tasks according to their 
deadlines. Further, experimental results on 3000 randomly 
generated task-sets indicates that not only is utilization 
factor boosted, but the number of broken tasks also is 
decreased. 
 
keywords: Rate-Monotonic Least Splitting, Semi-
Partitioning, Hard real-time, Multiprocessor Scheduling. 
 
1. Introduction 

Recently, the importance of utilizing embedded 
multicore and multiprocessor system-on-a-chip (MPSoC) 
has begun to appear as a sensible solution for both power 
efficiency and high-performance computing in diverse 
application areas including telecommunications, 
multimedia systems, computer games, space systems, and 
process control to name but a few. The importance of the 
issue becomes more noteworthy when we know that 
traditional computer-based control systems as well as high 
technology systems, require high-performance computers 
for their computations which are usually possible with 
multiprocessor or multicore systems. A multiprocessor 
system is composed of several processing elements, called 
processors, in which all processors can do their processing 
in parallel. If all processors have the same architecture with 
one processor repeated design in the processor, the 
architecture is called homogenous. They all share the same 
main memory, but each can have their own private cache 
memory. With this structure, a sequential computation 
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can be shared among many processors if not more than one 
processor is executing the computation, simultaneously [1]. 
While manufacturers tend to use multiprocessors in new 
devices, the development of software facilities which use 
all available power of multiprocessors [2] is required. In 
this context, scheduling algorithms play a prominent role in 
safeness verification of hard real-time systems, i.e., making 
sure that every request is executed before its deadline. The 
problem becomes more challenging when there is more 
than one processor involved so that 
multiprocessor/multicore systems adds a new dimension to 
the analysis: how to assign tasks or their requests for 
different processors. Therefore, there are, overall, two key 
issues which are still open in multiprocessor scheduling as 
follows: 
1. Task assignment to processors: Finding a target 

processor to run every selected task; 
2. Identifying tasks priority: Making an appropriate order of 

priority to run tasks. 
In this article, the problem of scheduling periodic hard 

real-time task sets with implicit deadlines on 
multiprocessors is investigated. What we mean by the 
implicit deadline is that the deadline of a request is the 
exact time when the next request arrives from the same 
task. Many other researchers have studied the same 
problem but new ideas have kept this practical area 
dynamic, attractive, and improving. 

From the perspective of task migration, task assignment 
issue on a multiprocessor, generally, fall into two main 
categories: 
1. Global: These algorithms are employed where tasks are 

allowed to migrate from one processor/core to another. 
2. Partitioned: These algorithms are employed where tasks 

are not allowed to migrate from one processor/core to 
another.  
Moreover, there is another important category which is 

the hybrid of the above methods called semi-partitioned. 
In global scheduling, there is only one queue (or pool) of 

real-time requests and each processor takes its next 
execution request from this queue. Regardless of its 
advantages, in complex and large systems, the overheads of 
employing a single global queue would become too 
excessive. In partitioned approach, on the other hand, the 
set of tasks are divided and each partition is assigned to a 
separate processor. Finally, in semi-partitioned, some tasks 
are solely assigned to one processor and some tasks are 
shared among two or more processors, with the restriction 
that not more than one processor can work on a request for 
the shared task, simultaneously. Although the scheduler 
may be different for each of the three categories of, in 
almost all cases, the scheduler of all processors is 
considered to be the same. 
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While global scheduling techniques, depending on the 
hardware architecture, potentially could have very high 
overheads owing to the fact that the task migration from 
one processor to another usually yields communication and 
cache missing cost; however, in fully partitioned techniques 
this does not occur. Nonetheless, non-migration techniques 
often do not use all available processor capacity. Moreover, 
it is a widely occurring situation where the total unused 
capacity may be more than task utilization but no single 
processor has enough capacity to schedule the task. To 
solve those problems, a hybrid technique (called semi-
partitioned) is used which combines elements of global and 
partitioned techniques. 

It is usually the case that semi-partitioned scheduling 
leads to a higher overall utilization of the whole system as 
compared to either of partitioned and global scheduling, for 
both fixed-priority and dynamic priority. Further, 
partitioning is a time-consuming task which is 
computationally equivalent to bin-packing problem that is 
known to be an NP-hard problem [3]. On the positive side, 
partitioning is done off-line. Therefore, for a small number 
of tasks, the time utilized for partitioning is tolerable but, 
for a large number of tasks efficient heuristics are used. 
Although an optimal semi-partitioned method has not yet 
been developed, many heuristic algorithms are presented by 
researchers. A semi-partitioned approach binds a disjoint 
set of whole tasks to each processor and allows the 
remaining tasks to be executed on multiple processors 
while all shared qualities are defined. In one of the 
researches on semi-partitioned methods in which 
Rate-Monotonic (RM) scheduler is used in each processor, 
worst-case utilization is reported to be ln	ሺ2ሻ ൎ 0.693 [4]. 

In this article, a novel semi-partitioned scheduling 
algorithm called Rate-Monotonic Least Splitting (RMLS) is 
proposed for multiprocessors. The scheduler of each 
processor is RM with provisions to avoid simultaneous 
execution of a shared task by more than one processor. 
Using this algorithm, we see that the number of split tasks 
at most is equal to the number of used processors minus 
one. However, the actual number of split tasks might even 
be lower. Besides, no task is split into more than two 
subtasks. Splitting into fewer numbers of tasks has two 
benefits: 
1. Effective number of tasks in the Liu and Leyland’s 

bound is reduced: Ѳሺnሻ ൌ nሺ2
భ
౤ െ 1ሻ 

2. It increases overall system utilization. 
The remainder of this article is divided into seven 

sections: We firstly present our system model and notations 
in Section 2. In Section 3, related works are briefly 
reviewed. Section 4, describes the proposed RMLS semi-
partitioned scheduling. Section 5, is the theoretical 
foundations and safeness proof of the algorithm; in Section 
6, the algorithm is simulated and results are documented, 
and finally a summary and future work are presented in 
Section 7. 
 
2. System Model and Notations 

We consider a system with m symmetric processors and 
the main aim of this article is to schedule a bag-of-tasks 
containing periodic hard real-time tasks with an implicit 

deadline in such a system. A very important assumption is 
that all tasks are synchronous. That is, the deadline of any 
arbitrary task request is the exact time when the next 
request of that task arrives. We have also further assumed 
that all tasks are preemptive. From now on, in order to 
avoid potential difficulty in naming, we simplify call it task 
in this article. 

The following notations are used throughout the article: 
1. n: total number of tasks 
2. n1: total number of tasks and subtasks 
3. m: total number of available or processors 
4. m1: total number of used processors 
5. τi: i

th task 
6. Ti: minimum time between any two consecutive requests 

of task τi, i.e. minimum request interval of τi 
7. Ci: worst case computation time needed by every request 

of task τi. It is clear that Ci ≤ Ti 
8. },...,,{ n21  : set of all tasks (bag-of-task) 

9. }P,...,P,P{ m21 : set of all processors 

10. u୧: the utilization of task τi which is equal to u୧ ൌ
େ౟
୘౟

 

11. )(U  : total utilization of task-set  and subtasks 

To evaluate the performance of scheduling heuristics, 
there are many theoretical factors such as utilization bound, 
speedup factor and many others. In addition to those 
factors, there are many articles which have used empirical 
methods to show and compare the relative performance of 
different algorithms. The most widely accepted are the 
number of randomly generated task-sets. Many different 
algorithms are now available to generate random task-sets 
and evaluate performance, but they are almost similar to 
one other in using parameters such as the number of total 
processors, task-set utilization, the number of all tasks in 
the task set, the distribution of task deadlines, the range of 
task periods, and the distribution of every task utilization. 
More details about the used performance evaluation 
algorithm in the present article and the number of randomly 
generated task-sets are provided in Section 6.  
 
3. Related Works 

Many studies have been conducted in the domain of 
homogeneous multiprocessor and multicore systems since 
the 1960s. Among those, semi-partitioned approaches, 
which try to merge and employ the best attributes of global 
and fully partitioned approaches, have a prominent role 
because of solving the task allocation problem which is 
analogous to the bin-packing problem. Anderson and Tovar 
[5], in one of the first studies in this respect, proposed an 
approach for scheduling hard real-time periodic tasks with 
implicit deadlines called EKG. In this approach, the 
parameter k has been used to control the splitting of tasks 
into the light and heavy sets. This suggestion is to set k=2 
which yields the utilization bound of 66% and, on average, 
at most four preemptions per every task over the hyper 
period; yet, k=m gives the utilization bound of 100% and 
2k preemption for each task. In this context, many 
researchers have proposed the semi-partitioned problem 
with Earliest Deadline First (EDF) scheduling [6], [7]. The 
best known worst-case utilization bound known using semi-
partitioned EDF scheduling on multicores is 65% for 
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Earliest Deadline Deferrable Portion (EDDP) algorithm [8]. 
EDDP distinguishes between heavy tasks (those whose 
utilization are greater than 65%) and light tasks (other tasks 
with utilization < 65%) in such a way that the algorithm 
firstly assigns every heavy task to its own processor and 
then light tasks are placed on the remaining processors. 
They showed that 65% is a safe utilization bound for EDDP 
provided tasks which are periodic with implicit deadlines. 
Later, in 2009, they proposed EDF with Window- 
constraint Migration (EDF-WM) which has less context 
switching overhead [9]. 

On the other hand, relatively fewer algorithms are 
proposed for fixed-priority algorithms [10]. Rate 
Monotonic Deferrable Portion (RMDP) and Deadline 
Monotonic with Priority Migration (DM-PM) fixed-priority 
algorithms are proposed by Kato et al. [11, 12]. The worst-
case utilization bound of those algorithms is shown to be 
50%. RMDP consists of two phases: task assigning and task 
scheduling. The first phase is very simple: Sort all tasks in 
ascending order of Ti. Then, assign tasks to processors and 
if assigning a task causes the processor utilization bound to 
exceed, split the task into two subtasks. Sub-task 1 is placed 
on the current processor and sub-task 2 is assigned to the 
next processor. Task scheduling phase utilizes RM 
scheduler algorithm in every processor considering the fact 
that the second portion of a ready task in a processor cannot 
start to run until its first portion finishes execution. 

PDMS_HPTS_DS is proposed by Lakshmanan et al. [2] 
which achieves the utilization bound of at least 60% 
providing tasks have an implicit deadline. It can, 
nevertheless, increase up to 65% if tasks are assigned to 
processors in order of decreasing utilization. Moreover, this 
bound can be extended to 69.3% for light tasks, i.e., tasks 
with utilizations less than 0.41. Guan et al. have proposed 
two algorithms which they called SPA1 and SPA2 [4], [10]. 
SPA2 has a pre-assignment phase in which special heavy 
tasks are first assigned to a separate processor. The 
advantages of this method are that the number of split tasks 
is m-1 and SPA2 reaches the worst-case utilization bound 
of 0.693. This is equal to Liu and Leyland’s bound [13] for 
single processor systems The disadvantage includes, the 
worst-case bound in SPA2 is calculated using n which is 
the cardinality of the whole task-set, and every processor’s 
utilization must be less than or equal to that. For example, 
although Liu and Leyland’s least upper bound utilization 
for a two-task processor is approximately 0.83, but with 
SPA2 its utilization should not exceed 0.693. With this 
explanation, the claim that SPA2 has reached Liu and 
Leyland’s utilization bound, does not seem to be entirely 
correct.  

For supplementary information on hard real-time task 
scheduling algorithms and related issues, the reader is 
invited to refer to [14]. 
 
4. Rate Monotonic Least Splitting 

The basic idea of the semi-partitioned method, which is 
being presented here, has been published in an in-progress 
research workshop [15]. In that paper, the fundamental 
theorem which shows the safeness of system was not 
proven. In addition, none of the other theoretical results 

provided by this article have appeared in that paper. Now, a 
brief introduction of the method is given here and new 
findings and performance evaluations follow. The method 
is called Rate-Monotonic Least Splitting (RMLS) because it 
is a semi-partitioned method in which at most m1-1 tasks 
are split and at the same time, to the best of our knowledge, 
the method of partitioning and task splitting presented here 
is very simple, comprehensible and it is shown to be 
efficient. 

Our experiments show that the achieved processor 
utilization is approximately 9.6% higher than the best-
known results for general real-time systems, i.e., no 
restrictions on utilization of individual tasks, up to now. 

Having taken all the above explanations into account, in 
the following sub-section, we first propose our novel idea 
to demonstrate how tasks are placed on processors. Then, in 
the next sub-sections, we will have a fairly good discussion 
on the computational complexity of the RMLS algorithm.  
 
4.1. Task Assignment 

The proposed assignment algorithm is precisely outlined 
in Fig. 1 and we elaborate on it in the two super steps as 
follows: 
Step 1: Selection of single tasks and pairs of tasks to assign 
each one to a separate processor (lines 4 to 25). 
Step 2: Assignment of remaining tasks to remaining 
processors (lines 28 to 47). 

In the first step, tasks are sorted in descending order of 
their utilizations and the result is saved as a sorted task-set. 
A greedy approach is followed to find single tasks or pairs 
of tasks which can be assigned to separate processors to 
which other tasks will not be assigned to. To such 
processors, no subtasks will be assigned. In this phase, two 
pointers, i and j, are set to the beginning and the end of the 
set, respectively. If   (3) ≤ ui + uj ≤ 1 then these two tasks 
make a pair (lines 7 to 11) which is assigned to a separate 
processor; otherwise, one of these tasks is removed from 
the set (lines 18 to 22) and the process continues until the 
two pointers pass each other. The removed task will be 
scheduled in the second step. Step 1, continues by 
recognizing heavy tasks, i.e., a task τl with ul ≥   (2), and 
such task is assigned to a separate processor (lines 13 to 
16.) No subtasks will be assigned to these processors. 

To get the highest possible utilization, the scheduler of 
each processor with two tasks is a modified version of RM 
named Delayed Rate Monotonic (DRM) [16]. Suppose the 
two tasks τi = (Ci, Ti) and τj = (Cj, Tj), are solely assigned to 
processor pk which has no other tasks. The delay time of 
each request of task τi, whose priority is higher than τj with 
respect to RM, is taken to be equal to Ti-Ci while there is no 
delay for requests of task τj. Here, you can consider that the 
delay is similar to (but not exactly the same as) ready time.  

If the ready time of a request by τi is Ti-Ci and the request 
arrives at time t, then it would not be possible to start 
executing this request until time t+Ti-Ci. On the other hand, 
the delay of task τi is terminated at any time there is no 
pending request from task τj, and it will not re-enter delay 
state even if a new request arrives from τj. In addition, the 
delay of any request from this task can also end when Ti-Ci 
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time units have elapsed from the time that request is 
generated. 

This modification will guarantee that if the total 
utilization of the two tasks τi and τj, assigned to a separate 
processor is less than or equal to one, then the processor 
will always run safely [17].  

 
 Data: Task-set   //Includes Ti , Ci for each task i 
 Result: Packing  
1 ←{} 
2 k←0 
3 ′← 
4 Sort ′ in descending order of tasks’ utilization 
5 i←1, j←length() 
6 while i<j do 
7    if (3)≤uத౟ᇲ ൅ uதౠᇲ≤1 then 

8       k←k+1 
9       Add Pk to  
10       Move τ୧

ᇱ and τ୨
ᇱ from  to Pk 

11       i←i+1 ; j←j-1 
12    else 
13       if (2)≤uத౟ᇲ then 

14          k←k+1 
15          Add Pk to  
16          Move τ୧

ᇱ from  to Pk 
17       else 
18          if (3)≤uத౟ᇲ ൅ uதౠᇲ then 

19             i←i+1 
20          else 
21             j←j-1 
22          end 
23       end 
24    end 
25 end 
26 k←k+1 
27 Add Pk to  
28 while ≠ do 
29    τ୧←the task with the highest priority in  
30    if Uሺp୩ሻ ൌ Θሺ|p୩|ሻ then 
31       k←k+1 
32       Add Pk to  
33    end 
34    if Uሺp୩ሻ ൅ u୧ ൑ Θሺ|p୩| ൅ 1ሻ then 
35       Move τ୧ from  to Pk 
36    else 
37       if Uሺp୩ሻ ൏ Θሺ|p୩| ൅ 1ሻ then 
38          Select τ୨ from  where 

uதౠ ൅ Uሺp୩ሻ ൏ 								 				Θሺ|p୩| ൅ 2ሻ 
39          Move τ୨ from  to Pk 
40          Split τ୧ into τ୧ଵ and τ୧ଶ such that 
41             uத౟భ ൌ Θሺ|p୩| ൅ 1ሻ െ Uሺp୩ሻ 
42          Replace τ୧ in  by τ୧ଶ with uத౟మ ൌ

େౠమ

୘ౠିେౠభ
 

43          Move τ୧ଵ to Pk 
44          k←k+1 
45          Add Pk to  
46       end 
47    end 
48 end 
49 m1←k         //number of used processors 

 
Fig. 1. The packing algorithm 

 
The scheduler of all processors, except those which has 

two tasks, is the traditional RM without any delay or ready 
time for requests. 

Step 1, serves two sole purposes: (1) It increases the 
number of processors with higher utilization than those 
processors which are assigned tasks in Step 2, and (2) It 
increases the number of processors with no split task and 

hence, it decreases the total number of tasks which will be 
split in Step 2. Thus, by reducing the effective number of 
tasks (the total number of tasks and subtasks) the intuition 
is that there would be less number of tasks preemptions 
during run time.  

In Step 2, all unassigned tasks will be sorted in 
decreasing order of RM priorities, i.e., the non-descending 
order of their request interval lengths. An empty processor 
is selected and then an unassigned task is selected from the 
sorted list to assign to the selected empty processor. This 
scenario will continue to repeat itself until the current task, 
say task τi, will overload the processor (lines 29 to 35). 
Then a search amongst the remaining unassigned tasks 
must be done to find a task with maximum utilization 
which can be assigned to this processor without 
overloading it. If one is found, it will be assigned to the 
processor. If this processor is not filled, task τi is then split 
into two subtasks so that the first subtask is assigned to the 
current processor and makes it full with respect to Liu and 
Layland’s bound for the respective number of tasks and 
subtasks in this processor (lines 37 to 44).  

To clarify, suppose that the current processor is pk and 
task τi is the task which is split into two subtasks τi1 and τi2 

with execution times Ci1 and Ci2, respectively. The 

utilization of τi1 is u୧ଵ ൌ 	
େ౟భ
୘౟

 for processor pk. A new 

processor, pk+1, is picked up and the second part of task τi 

which was split, i.e., τi2, is assigned to this processor. 

Although the actual utilization of this subtask is 
େ౟మ
୘౟

, its 

effective utilization on processor pk+1 is taken to be: 
 

1ii

2i
2i CT

C
u


                                                                            (1) 
 

The effective utilization of this subtask is greater than its 

actual utilization, i.e. 
େ౟మ

୘౟ିେ౟భ
൐

େ౟మ
୘౟

. Therefore, the difference 

of these two values is what we have to sacrifice because 
there may be some situations in which both processors that 
share task τi want to execute this task but the only processor 
that can run it at this time, is the processor whose index is 
the lower. In Lemma 3, we will prove that, in the worst 
case, the second part of a request from task τi will have a 
time length of Ti-Ci1, not Ti, to be executed. As mentioned 
earlier, this is due to the interference between the two 
processors that share task τi. 

For example, suppose tasks τ1= (1.1, 4), τ2= (3, 17), and 
τ3= (3.2, 18) are completely assigned to processor p1 and 
task τ4 = (6.55, 20) is broken into two subtasks τ4-1 = (2.55, 
20) and τ4_2 = (4, 20) which are assigned to processors p1 
and p2, respectively. Besides, tasks τ5 = (5, 25) and τ6 = (6, 
30) are completely assigned to processor p2 and from task 
τ7 = (7, 42) the subtask τ7_1 = (5.65, 42) is assigned to 
processor p2. The rest of task τ7, i.e., τ7_2 = (1.35, 42) and 
task τ8 = (47.4, 60) are assigned to processor p3. The total 
utilization of these three processors are computed as follow: 
 

Uଵ ൌ 	
1.1
4
൅
3
17

൅
3.2
18

൅
2.55
20

ൌ 0.7567.	 
 

Uଶ ൌ 	
4

20 െ 2.55
൅

5
25

൅
6
30

൅	
5.65
42

ൌ 0.7637.	 
 

Uଷ ൌ 	
ଵ.ଷହ

ସଶିହ.଺ହ
൅

ସ଻.ସ

଺଴
ൌ 0.8271 
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In RMLS algorithm outlined in Fig. 1, the process of 
assigning tasks to the processors continues until all tasks 
are assigned. If processors are exhausted but some 
unassigned tasks still remained, the assignment is 
unsuccessful; otherwise, it is successful. 

Suppose the assignment is successful, RMLS splits at the 
most m1-1 tasks, where m1 is the actual number of used 
processors. There is no release time or delay time for the 
tasks that are assigned in Step 2 and thus, the scheduler is 
the traditional RM with a minor amendment. Obviously, it 
is clear that only one processor can execute a sequential 
task at any given time. In order to make sure this vital 
condition is observed, whenever there is a conflict, the 
processor with the lower index must have the precedence in 
executing the shared request. That is, under RMLS, the 
execution of that portion of the split task which is assigned 
to the lower indexed processor is not affected by the 
execution of that portion of the split task which is assigned 
to the higher index processor. However, the execution of 
that portion of the split task which is assigned to the higher 
indexed processor may be delayed because the lower 
indexed processor is running the split task. In other words, 
the lower indexed processor can run its own portion of the 
split task whenever it desires to, but the higher indexed 
processor can only run its own portion if the lowered 
indexed processor is not running its portion of the split task.  

Using Equation (1) in computing the total utilization of 
processor pk+1 will reduce the actual sum of the task 
utilization on processor pk+1 to less than Liu & Layland’s 
bound. However, this is an unavoidable cost that we have to 
pay for all processors to run safely. 

On the positive side, by using RMLS, there is no need to 
restrict the sum of utilizations of all processors to be less 
than or equal to θ(n1) (where n1 is the total number of tasks 
and subtasks of the whole system after partitioning and 
complete assignment). That is, the total utilization could be 
more than 69.3% and the system is still in a safe state for 
any arbitrary number of processors (e.g. for a large number 
of processors).  

 
4.2. Computational Complexity 

To calculate computational complexity, we divide the 
scheduler into three steps. The task-set is sorted in the first 
step; thus, for a task-set of size n, the computational 
complexity of the first step would be O(nlog n). In the 
second step, a search for large tasks and pairs of tasks is 
done. This step is preceded by a loop. This loop continues 
until i and j variables, which respectively started from the 
beginning and the end of the tasks list, become equal. Since 
at least one of those variables is changed during each 
iteration, this loop iterates at most n times. Thus time 
complexity of the second step is to O(n). The third step 
assigns the remaining tasks (at most n tasks) to processors. 
This step contains a loop, which iterates one time for each 
task (either it is split or not). However, before every task 
splitting, a search must be conducted among unscheduled 
tasks. This search might find a small task to put in the 
current processor. As this procedure is done for every 
processor, the total time complexity of the third step would 
be O(mn), in which m is the number of processors used. 

The total time complexity of the scheduling algorithm 
can be calculated by sum of complexities of steps 1 to 3, 
which is 
O(max(n log n, mn)). 
 
5. Safeness Verification of RMLS 

The great advantage of RMLS is that Liu & Layland’s 
bound is only computed based on the total number of tasks 
and subtasks assigned to every processor separately and 
that is why well-known similar previous researches could 
not reach such a high degree of freedom. As a fine example, 
Guan et al. [4] proposed a semi-partitioned algorithm with 
this additional constraint that the total utilization of all tasks 
coupled with subtasks must not exceed Liu & Layland’s 
bound, whereas we successfully removed this restriction in 
our algorithm RMLS. We first present three lemmas and 
then prove the claimed statement.  

In the rest of this article, it is assumed that two 
processors pk and pk+1 share a task τi = (Ti, Ci) and for each 
request of the common task Ci1 is executed by pk and Ci2 is 
executed by pk+1 so that Ci=Ci1+Ci2. In addition, effective 
utilization of the second part of a shared task is used as its 
utilization in the corresponding processor. 

 
Lemma 1. 

If Liu & Layland’s bound, is satisfied by all processors, 
the second part of a request from a shared task, τi, between 
two processors, pk and pk+1, never overruns. 
 
Proof. 

The preference of executing a request from the shared 
task τi between processors pk and pk+1 is given to pk. 
Furthermore, the second part of a request from task τi has 
the highest priority within all tasks in pk+1. Therefore, as 
soon as a request from task τi is generated, its execution 
starts by either pk or pk+1 and continues executing 
(migrating between the processors, if necessary) until the 
second part of the task is completed. Therefore, in the worst 
case scenario, the execution of the second part of the task 
will be completed after a time length of Ci is passed from 
its request (Ci≤ Ti). 
 
Definition 1. 

A conflict-idle period is a time interval in which both 
processors, pk and pk+1, that share the shared task τi, want to 
run a request from the task, but because pk is given a higher 
precedence, it will proceed with its execution; and at the 
same time, there is no other pending requests for processor 
pk+1 within this period and it will be idle. Note that, not all 
conflict periods of processors pk and pk+1 are necessarily 
conflict-idle because if there are other requests for pk+1 then 
it will proceed with their execution and hence, it will 
therefore not be idle.  

Consider a situation in which the task τi is split into 
subtasks τi1 and τi2, and they are assigned to processors pk 
and pk+1, respectively. Subtask τi1 is the task with the lowest 
priority (or in some cases the second lowest priority) within 
processor pk while task τi2 is always the task with the 
highest priority among all tasks and subtasks assigned to 
processor pk+1. This decreases the chance of encountering a 
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situation in which both processors that want to 
simultaneously run the task τi; however, it is not zero. 
Therefore, conflict periods are very rare and as a result, 
seldom will conflict-idle periods to take place. 
 
Lemma 2. 

Suppose two processors pk and pk+1 share a task τi and 
run nk and nk+1 tasks while their total utilization is not 
greater than Ө(nk) and Ө(nk+1), respectively. If there will 
not be any conflict-idle period with respect to τi, then both 
processors will always run overrun-free. 
 
Proof. 

Since processor pk has a higher precedence to run τi than 
pk+1, this processor will always run overrun-free. On the 
other hand, the only effect that pk can have on the execution 
of tasks of processor pk+1 is that it may postpone the 
execution of the second part of a request from the shared 
task. This may harm the overrun-freeness of the shared task 
in pk+1 but it can be beneficial to the other tasks of this 
processor. However, in Lemma 1, it was proven that the 
second part of a request from a shared task never overruns. 
Therefore, this processor runs overrun-free as well. 

 
Lemmas 1 and 2, will hold even if actual utilization of 

subtask τi2, i.e., 
େ౟మ
୰౟

 , is used for computing the utilization of 

pk+1. It is for compensation of possible conflict-idle periods 
that, in general, effective utilization of the shared task on 

processor pk+1 is computed as 
େ౟మ

୘౟ି	େ౟భ
. 

 
Definition 2. 
The remaining utilization of a request (not a task or 
subtask) at a given time is defined to be its remaining 
execution time divided by its remaining time to reach the 
deadline. At the exact time when a request is generated its 
remaining utilization is equal to its actual utilization. 
However, as time passes, its remaining utilization may 
fluctuate depending on how much time has been passed 
from its request time and how much it has been executed 
until the time that the remaining utilization is computed. 

For example, suppose task τ = (10, 4) has generated a 
request at time 20 and the current time is 26 and up to now, 
this request has received 1.5 unit of CPU time. The 
remaining utilization of the request at time 26 is 	
ሺ4 െ 1.5ሻ/ሺ30 െ 26ሻ ൌ 0.625. 
 
 

 

 
 

Fig. 2. A Sample execution of parts of a split task 
 

Lemma 3. 
Suppose two processors pk and pk+1 share a task τi. The 

remaining utilization of a request from τi for processor pk+1 
is maximal at the exact time when the execution of 
processor pk’s share of this request is completed when pk 
starts this request immediately after it is generated and 
continues running it until its share is completed.  
 
Proof. 

Suppose as soon as a request from τi is generated at a 
time t0, processor pk starts to execute it until its share is 
finished at time t0+Ci1. At this time, effective utilization of 

the subtask τi2 on pk+1 is equal to 
େ౟మ

୘౟ିେ౟భ
. We show that this 

is, in fact, the maximal effective utilization of τi2, which 
means subtask τi2’s effective utilization never becomes 
greater than this value. It is worth mentioning to recall that 
requests of task τi have the highest priority in processor 
pk+1. This implies that any request for this task will be 
immediately picked up for execution by pk+1 if pk is not 
executing it. 

On the other hand, if the execution of the second part of a 
request of task τi is completed by processor pk+1 then its 
remaining utilization becomes zero and remains zero until a 
new request is generated from the same task. 

With these points in mind, consider a situation where at 
any time t1 (t0 ≤ t1 ≤ t0+Ci), processor pk has executed this 
request for the duration of length an (a ≤ Ci1), and processor 
pk+1 has executed the same request for duration b (b < Ci2 
and a+b = t1-t0). This example is illustrated graphically in 
Fig. 2. 

At time t1 effective utilization of τi2 is:  
C୧ଶ െ b

T୧ െ ሺa ൅ bሻ
 

Since a ≤ Ci1, 
େ౟మିୠ

୘౟ିሺୟାୠሻ
  ≤  

େ౟మିୠ

୘౟ିሺେ౟భାୠሻ
 = 

େ౟మିୠ

୘౟ିେ౟భିୠ
 

 
To show that the maximal effective utilization of τi2 is 
େ౟మ

୘౟ିେ౟భ
. it has to be shown that:  

 

            
େ౟మିୠ

୘౟ିେ౟భିୠ
 ≤  

େ౟మ
୘౟ିେ౟భ

 

That is, 	
ሺC୧ଶ െ bሻሺT୧ െ C୧ଵሻ ൑ C୧ଶሺT୧ െ C୧ଵ െ bሻ 

Or, 
െbT୧ ൅ bC୧ଵ ൑ 	െbC୧ଶ 

Or, 
bሺC୧ଵ ൅ C୧ଶሻ ൑ 	bT୧ 

 
Which is always true because b is positive andC୧ଵ ൅

C୧ଶ ൑ T୧. 
We have now provided a solid foundation of what must 

be considered to prove the safeness of multiprocessor 
systems to satisfy the requirements verbalized by RMLS 
scheduling algorithm.  
 
Theorem 1. 

If effective utilization of each of two processors pk and 
pk+1 which share a task τi, is not greater than Liu and 

τi1 in pk 

 

τi2 in pk+1 

  t0                t1 
time

a 

b 
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Layland’s bound, then both processors will always safely 
run their corresponding tasks and subtasks. 
 
Proof. 

This theorem is similar to Lemma 2 in which it is 
assumed that there will be no conflict-idle period. However, 
here, this restriction is removed. In Lemma 2, it is 
mentioned that processor pk+1 does not have any influence 
on the execution of tasks and subtasks assigned to processor 
pk. Since Liu and Layland’s bound is satisfied for pk it will 
always safely run its assigned tasks and subtask. In the 
packing algorithm (Fig. 1), the utilization of the shared task 

on processor pk+1 is computed as 
େ౟మ

୘౟ି	େ౟భ
 which, based on 

Lemma 3 and is the maximum utilization that τi2 can always 
impose on the processor pk+1. 

On the other hand, the utilization of processor is taken to 
be less than or equal Liu and Layland’s bound. Therefore, 
this processor will always safely run its assigned tasks and 
subtask, as well. 

In each processor pk (k=1,2,3,.., m1), at most, there is 
only one task which is shared with the processor pk-1 (if 
k>2) and one task which is shared with processor pk+1 (if 
k<m1). Using Theorem 1 twice, once for pk-1 and pk and 
once for pk and pk+1, we can conclude that all processors 
would be safe with RMLS. 
 
6. Simulations 

Despite the fact that theoretical results such as speedup 
factors, play a prominent role to verify the schedulability 
performance, over the last years, many different empirical 
studies have also aimed to investigate the relative 
schedulability test performance amongst many different 
scheduling algorithms in the domain of real-time systems. 
Empirical studies also provide more general schedulability 
tests by focusing more on individual tasks parameters 
which yield to take into account non-specific task-sets. 
Task parameters such as the number of processors and 
tasks, the total utilization of the task-set, task deadline 
distribution and period and many others, would be very 
important especially for those techniques that will be 
employed in safety-critical industrial environments.  

In the current section, the proposed method is compared 
with SPA2 [10]. We used UUnifast algorithm, a de facto 
standard proposed by Bini and Buttazo [18], to produce 
random task-sets without any bias. It is given that the n 
tasks' utilization (as random variables) are uniformly 
distributed between 0 and 1, and the sum of them is a 
specific value which is the total utilization of the system. 
The UUnifast algorithm uses the cumulative distribution 
function and generates task-sets with uniform distribution 
in O(n) time order. For further reading please refer to [18], 
[19].  
 

6.1. Comparisons 

To compare the results of packing, we used the method 
used by Burns et al [7]. In this method, task-sets are divided 
into some categories. For each category of task-sets, the 
result mean of that category is selected for comparison 
purposes. Task-sets in each category have the same overall 

utilizations and the same number of tasks. For example, 
there are 200 task-sets in the first category, with their 
overall utilization is equal to 4, and for this category, there 
are 16 tasks in each task-set. 

Experiments were performed on 3000 randomly 
generated task-sets with a different number of tasks and 
different overall utilizations. Overall utilizations used are 4, 
8 and 16. The number of tasks tested with each utilization is 
shown in Figures 3 to 5. For example, we compared the 
three methods SPA2, RMLS, and RMLS+DRM with task-
sets and with the overall utilization of 8 so that task-sets 
contain 16, 20, 28, 44, and 76 tasks. 

We allow RMLS algorithm to assign processors as 
needed and, for the SPA2 algorithm, we initially start with 
a high number of processors with which we are assured of 
the safety of the system. Then, we gradually reduce the 
number of processors one at a time until reaching the 
lowest number of processors in which the system is still in a 
safe mode. When the minimum number of processors 
needed for each method is found, the average utilization of 
all processors is calculated by dividing the overall 
utilization of each task set by the number of processors 
simply.  

The primitive version of RMLS (represented by PRMLS 
in Figures 3 to 5) uses RM scheduler in all processors. 
Thus, the utilization of systems containing two processors 
must not exceed the higher bound of   (2). Moreover, in 
that version, single tasks whose utilizations are greater than 
or equal to 0.83, were not separated to schedule each one on 
a single processor. The partitioning algorithm of PRMLS is 
a simplified version of the algorithm outlined in Fig. 1, in 
which all activities concerning Step 1 is removed. We 
would now like to compare primitive RMLS with SPA2 
and RMDP. 

The median utilization of SPA2 is either the same or 
lower than PRMLS. However, for equal medians, error bars 
indicate that the efficiency of PRMLS partitioning is better 
than SPA2. The average utilizations achieved for whole 
task-sets are 0.680 and 0.735 for SPA2 and RMLS 
respectively. This shows that the overall performance of 
Primitive RMLS (PRMLS) is more than 8% higher than 
that of SPA2. 

 

 
 

Fig. 3. Median of performance, by each method, for U=4 
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Fig. 4. Median of performance, by each method, for U=8 

 

 
Fig. 5. Median of performance, by each method, for U=16 

 

 
 

Fig. 6. Success rate for each method, for 3000 task sets 
 

6.2. Discussion 

Our experiments reveal that using DRM for two-task 
processors, greatly improvement the overall utilization of 
processors. The average utilization for RMLS on the 
randomly generated 3000 task-sets was 0.776. Medians, 25 
and 75 percentiles are shown in Figures 3 to 5. An overall 
improvement of more than 14% as compared to SPA2 is a 
remarkable achievement for RMLS. 

By comparing RMLS and PRMLS, one gets the 
impression that a little change can have a great performance 
improvement (i.e. close to 6%). Experiments, however, 
show better performance for RMDP method, which is 
caused by its scheduler. The scheduler of the RMDP 
method differs from rate-monotonic and, in actual fact, it is 

really more complex and involved; thus, its better 
performance is expected. 

Although one can infer from Figures 3 to 5, that SPA2 
usually should use a higher number of processors to safely 
schedule the same set of tasks as compared to both of 
PRMLS and RMLS, some complement charts are provided 
for visual comparisons (see Figures 7 to 9). 

In addition, another experiment was conducted to test the 
schedulability of RMLS, PRMLS, SPA2, and RMDP on 
total 3000 randomly generated task-sets (see Fig. 6). In this 
experiment, we set different system utilizations and 
measure the ratio of task-sets that are schedulable. Taking a 
quick look at Figure 6, we clearly see that for all task-set 
with total utilization UሺΓሻ ൏ൌ 0.66, all four algorithms can 
schedule every task-set with success ratio 1; however, for 
task-sets with total utilization greater than 0.66, SPA2 and 
PRMLS show their downside so that system total utilization 
of below 0.7, for instance, only 9% of randomly generated 
task-sets are schedulable using SPA2 whereas RMLS 
schedules about 79% of task-sets safely. 

As was mentioned before, the high ability of RMDP to 
schedule task-sets is owing to its complicated algorithm. 
Additionally, please note that RMDP scheduler policy does 
not rate-monotonic.  

 

 

Fig. 7. Number of used processors for each method, for U=4 
 

 

Fig. 8. Number of processors used for each method, for U=8 
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Fig. 9. Number of processors used for each method, for U=16 
 

7. Summary and Future Work 
Significant advances which have been made in many 

industrial areas are good evidence to support this claim that 
the importance of utilizing embedded multiprocessor 
system-on-a-chip (MPSoC) is an undeniable fact. In this 
context, regardless of many problems that must be 
considered, task management is a key issue which we 
focused on in the current article. Out of different 
approaches for hard real-time task scheduling, semi-
partitioning of periodic tasks on multiprocessors was 
studied here in which the scheduler of each processor is rate 
monotonic, with the exception that the scheduler of 
processors with exactly two whole tasks is delayed rate 
monotonic (DRM) [16]. It was proven that when a task is 
split between two processors, if the utilization of the second 
part of the task is considered a little higher than its actual 
utilization, and RM scheduling policy is used on both 
processors while Liu and Layland’s bound is satisfied, both 
processors run safely and all tasks meet their deadlines. 

With this method, there is no need to define a release 
time for the second subtask. The Rate-Monotonic Least 
Splitting (RMLS) algorithm was developed and its 
performance was compared with the SPA2 algorithm as 
well as RMDP. It was concluded that the performance of 
PRMLS (Primitive RMLS) is more than 8% higher than 
SPA2 and the performance of RMLS is more than 14% 
higher than that of SPA2. This means that both PRMLS and 
RMLS usually need a fewer number of processors to safely 
schedule the same set of real-time tasks than SPA2, using a 
semi-rate-monotonic scheduler. 

Although many types of research in the domain of semi-
partitioned scheduling are being conducted, the use of new 
methods seems to be very important to improve real-time 
scheduling performance on multiprocessors. For example, 
authors in [20] did employ the equation of the line to 
dynamically assign priority to the tasks (called LTS) which 
appear to be an interestingly novel method in global 
multiprocessor scheduling. They claimed that their 
algorithm schedules all periodic task sets with total 
utilization up to 100% safely. One can be to modify (and 
improve) the LTS algorithm so that it is possible to use in 

semi-partitioned multiprocessor scheduling (e.g. the policy 
of each processor scheduler).  
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Abstract. β-sheet topology prediction is a major unresolved 
problem in modern computational biology.  It is a 
challenging intermediate step toward the protein tertiary 
structure prediction. Different methods have been provided 
to deal with the problem of determining the β-sheet 
topology. Here, ab-initio probability-based methods called 
"BetaProbe1" and "BetaProbe2" are utilized to specify the 
β-sheet topology. In these methods, the stability and the 
frequency of β-strand pairwise interaction and β-sheet 
conformation are spotted. To predict more frequent 
interactions between β-strand pairs, besides pairwise 
alignment probability, the probability of occurring β-strand 
pairwise interaction is considered to compute the score of 
the interactions. Furthermore, to determine the β-strand 
pairwise alignment probability more accurately, a dynamic 
programming approach is utilized. In addition, the integer 
programming optimization is combined with the 
probabilities of β-strand pairwise interactions to determine 
the β-sheet topology. Moreover, the β-sheet conformation 
probability is considered to give better chances to more 
observed conformations for selection. Experimental results 
show that BetaProbe1 and BetaProbe2 significantly 
outperform the most recent integer programming-based 
method with respect to β-sheet topology prediction. 
 
Keywords: β-sheet topology prediction; integer 
programming; dynamic programming; pairwise alignment; 

 
1.Introduction 

Proteins perform critical functions within the living 
organisms. Biologists believe that the functionality of 
proteins is determined by their tertiary structures. 
Therefore, it is important to specify the protein structure. 
Further, the conventional empirical methods to determine 
the structure of protein, namely, X-ray crystallography and 
Nuclear Magnetic Resonance (NMR) spectroscopy are very 
costly, time-consuming, and sometimes impossible. In 
addition, now, from the 30 million proteins with known 
primary structures in the protein databases [1], only the 
tertiary structures of 30 thousand of them have been 
determined by experimental methods [2]. Therefore, there 
is a huge gap between the number of known primary 
structures and the number of determined tertiary structures. 
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Hence, insufficiency of empirical methods leads to utilizing 
computational methods in protein structure prediction 
problem. 

One of the most frequent elements in the protein 
structure is -sheet which consists of separate sections 
known as β-strands. -strands are typically six to eight 
amino acids long [3] that interact with amino acids of other 
β-strands and make paired β-strands (partners). The 
interaction between two β-strands can occur in two 
different forms (parallel or anti-parallel) depending on their 
orientation given by the position of the β-strands’ N- and C-
termini [4]. Each amino acid in a β-strand can make at most 
two hydrogen bonds with other ones in the paired stand. 
The interactions between the amino acid residues of the 
paired β-strands are known as a β-contact map. 
β-sheets can be open or closed. Open β-sheets have two 

edge strands and they are the most common types of β-
sheets. Fig. 1 shows an example of an open β-sheet type, 
where four β-strands interact. On the other hand, in the 
closed ones a circle is formed by a hydrogen bond between 
the first strand and the last one. 

 

 

Fig. 1. Open β-sheet of a protein with PDB (Protein Data Bank) id 
1NZ0D. -strands that form the β-sheet are numbered in 

sequential order. 
 

β-sheet topology prediction is regarded as one of the 
most important unresolved problems toward the tertiary 
structure prediction of proteins [5]. Correct prediction of β-
sheet topology remains challenging because of hydrogen 
bond formations between linearly distant β-sheet residues 
[4]. Furthermore, the global covariations and constraints 
characteristic of β-sheet structures have not been well 
exploited [4].The β-sheet topology prediction provides 
valuable information for predicting protein three-
dimensional structure [6], [7], designing new proteins and 
new drugs [8], [9] and determining folding pathways [10], 
[11]. 
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The main goal of predicting β-sheet topology from the 
protein’s amino acids is to determine the organization of β-
strands in the β-sheets. This includes identifying β-strand 
members of each β-sheet and describing β-sheets by 
specifying paired β-strands and their interaction types. 
Further, β-contact maps are determined in β-sheet structure 
prediction. Different methods have been proposed to 
address the problem of predicting β-sheet topology which 
will be described in the next section. 

In this article, we present BetaProbe1 [12] and 
BetaProbe2, ab-initio probability based methods for β-sheet 
topology prediction. The main advantage of the proposed 
methods as compared to the previous researches is that we 
make use of the fact that more frequent and more stable 
conformations should have greater chances of being 
selected. For this purpose, the score of an interaction 
between each two β-strands is computed considering both 
pairwise alignment probability and pairwise interaction 
probability. Moreover, in order to make more accurate 
alignments, the β-strand optimum pairwise alignment is 
found using a dynamic programming approach. 
Furthermore, combining integer optimization with the β-
strand pairwise interaction probability improves the 
accuracy of the predicted interactions. In addition, using β-
sheet conformation probability in the last step of 
BetaProbe1 leads to predicting more frequent and more 
stable conformations.  

In the rest of this paper, first, related studies are reviewed 
in Section 2. Then, the details of the proposed methods will 
be described in Section 3. Finally, the performances of the 
proposed methods are compared with the most recent 
integer programming-based β-sheet prediction method in 
Section 4. 

 
2. Related Work 

Most β-sheet topology prediction methods utilize contact 
maps and strands alignment. Any improvement in the 
accuracy of these fields leads to a higher accuracy in 
determining the architecture of β-sheets. In this section first 
the related works in these fields are introduced. Then, some 
β-sheet prediction methods are explained. 

Specifying the protein contact map is the first step in 
determining its final structure. Mainly, a contact map is 
expressed by a two-dimensional matrix. For two amino 
acids ri and rj, if the value of the i-th row and the j-th 
column (0≤contact Map (i, j) ≤1) is closer to one then they 
are more likely to interact with each other in the final 
structure. In other words, the likelihood of their relationship 
in the final structure of proteins is higher. NNcon [13], 
DNcon [14], SVMcon [15] and Distill [16] can be 
mentioned as contact map prediction methods. CMAPpro 
[17], PSICOV[18] and PhyCMAP [19] are the most recent 
methods which include contact map prediction. 

So far, methods with high accuracy and acceptable 
execution time have been suggested for the sequence 
alignment problem. Further, pairwise sequence alignment is 
the most common technique used in β-sheet prediction 
methods. The most usual approach to determine the best 
alignment between two strands is dynamic programming. 

Many efforts have been made to address the problem of 
predicting β-sheet topology. These works can be divided 
into two major categories: homology-based methods and 
ab-initio methods. The homology-based methods such as 
SMURF [20], SMURFLite [21], and MRFy [22] use 
homological information of proteins for recognizing their 
topologies. On the other hand, ab-initio methods only 
consider amino acids’ pairing potentials and statistical 
information. In this article, we concentrate on the ab-initio 
β-sheet topology prediction methods. They utilize different 
approaches such as statistical potentials[23], information 
theory[24], Bayesian models and exploration of entire 
search space[25], linear programming [5], [26], [27], 
hidden Markov models [28], and graph matching 
algorithms [4]. These approaches can be divided into two 
major categories[29]: in one category, all possible β-
topologies are enumerated, and a score for each complete β-
topology is computed. Then, the β-topology with the 
highest score is selected as the best one [7], [25]. In the 
other category, in order to predict the β-sheet topology of a 
protein, pseudo-energy is assigned to each pair of β-strands. 
Then the problem of determining the best β-topology is 
reduced to maximizing the strand-to-strand contact 
potentials of the protein [5], [4], [26], [27], [28], [30]. 

BetaPro [4] was the first method to take into 
consideration the global nature of β-sheet topologies. In this 
method, three stages are used to predict β-topologies. Jones 
[31] takes advantage of linear programming to predict the 
secondary structure of the protein and β-sheet topologies. In 
[27], BetaPro was combined with linear programming to 
predict β-sheet topologies. Also, Rajgaria et al. [30] 
presented a method to determine the tertiary structure of 
proteins. In this method, strand pairing scores and contact 
maps are computed using linear programming. BetaZa[25] 
is a Bayesian approach which was introduced for proteins 
up to six β-strands. The conformational features were 
modeled in a probabilistic framework. The model is a 
combination of prior knowledge about β-strand 
arrangements with pairing potentials between the strands 
amino acid. Also, to select the optimum β-sheet 
architecture, using some heuristics, the search space was 
reduced. A dynamic programming was used to determine 
the β-strands optimum pairwise alignment. In the proposed 
dynamic programing, any number of gaps were allowed. As 
a result of exploration approach of the entire search space, 
BetaZa has a high time complexity. BeST [5] and BCov 
[26] predict the β-sheet topology using integer 
programming. BCov determines the β-sheet topology in 
three steps: first, it computes the residue contact propensity 
using PSICOV[18]; then, it computes the score of each 
possible β-strand pairing. Finally, an integer programming 
optimization is used to determine the β-sheet topology by 
finding the best solution according to the constraints and 
the pairing scores. In BCov two β-strands are paired only 
according to their alignment scores and the stability of 
conformations are not considered. Ruczinski et al. [7] 
showed that the arrangement of β-strands into β-sheets is 
not random. Based on the observations, there is a distinct 
pattern for β-strands arrangements. Some of the 
arrangements are unstable. Thus, they are never seen in 
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nature. On the other hand, some particular orientations are 
more favorable than others. In addition, models for 
computing the probability of open β-topologies for proteins 
were derived. The discriminative power of these models is 
reduced significantly because the number of possible β-
strand organizations increase exponentially and there is not 
sufficient training data to reliably represent such 
conformations. Therefore, these models are limited to 
proteins that contain at most ten β-strands. In this research, 
we try to improve BCov by considering the stability and 
frequency of β-strand pairing and β-sheet conformation.  

 
3. Proposed Method 

In this article, two efforts are made to resolve the problem 
of predicting β-sheet topology: BetaProbe1 and 
BetaProbe2.These efforts can predict both β-sheet topology 
and β-contact map. As previously mentioned, in BCov[26] 
two β-strands are paired based on only their alignment 
score; but, Ruczinski et al. [7] showed that the organization 
of β-strands into β-sheets is not random and there is a 
distinct pattern. Therefore, to improve BCov, we attempt to 
give greater chances to more stable and more frequent 
conformations during the selection. In this section, first, a 
general description of each attempt is presented. Then, the 
steps of the proposed methods are described in detail. 

 
3-1. First Effort: BetaProbe1 

BetaProbe1 consists of three major steps: (i) in order to 
achieve more accurate alignments, a dynamic programming 
approach is used to compute the β-strand pairwise 
alignment probability. In addition, pairwise interaction 
probability of each pair of β-strands is computed according 
to [32]. Then, both pairwise alignment probability and 
pairwise interaction probability are utilized to compute the 
score of each interaction (ii) to determine the maximum 
total strand-to-strand contact potentials of the protein an 
integer programming optimization is used. In this step, to 
enforce more stable and more observed paired β-strands to 
be selected, pairwise interaction scores obtained in the 
previous step are utilized (iii) the best β-sheet topology is 
achieved according to paired strands determined in the 
previous step. To predict more stable conformations, β-
sheet topology probabilities are considered. The pseudo 
code of BetaProbe1 is illustrated in Pseudo code1. 

 
Computing β-strand Pairwise Interaction Score: Many 
methods have been proposed to find the best alignment 
between sequences [33], [34]. Here we concentrate on an 
alignment method which is especially proposed for β-
strands. In BetaProbe1 the alignment probability of each 
two β-strands is computed based on the proposed method in 
BetaZa[25]. In this method, the Needleman-Wunsch 
algorithm [33][34] is used to compute the optimum 
alignment between each pair of β-strands in the parallel and 
anti-parallel directions. Then, the probability of the 
optimum alignment is computed by dividing the score of 
the best alignment by the sum of all possible alignments. To 
improve the accuracy of the alignments, the amino acid 

pairing potentials are used which are computed especially 
based on the β-amino acids. 
 
 
Pseudocode 1:  Probability-based algorithm for β-sheet topology 
prediction (BetaProbe1) 

 
 Input: protein’s strands
 Output: an open β-sheet conformation with the highest 

probability 

 Step 1: Determining β-strand Pairwise Interaction Score  
 

for each pair of strands si and sj do 

compute their parallel and anti-parallel pairwise 
alignment probabilities  

compute their parallel and anti-parallel pairwise 
interaction probabilities 

scores=alignment probability × interaction 
probability  

 Step 2: Predicting  the Closed β-Sheet Topology 

  Solve the integer programming problem  

 Step 3: Determining the Best Open β-Sheet Topology 

for each closed β-topology do 

  for each interaction between two β-strands do 

 Omit the interaction temporarily 

  Compute the probability of the new open β-
sheet  

Select the open β-sheet with the highest 
conformation probability. 

 
To store the pairwise alignment probability, a matrix 

called "PAP (Pairwise Alignment Probability)" with n rows 
and 2n columns is defined. In this matrix, n is the number 
of β-strands in the protein. Matrix PAP is defined as 
follows: 

  

PAPሺi,jሻ=ቐ
Sparallel൫si,sj൯                    		             if i≤n and j≤n and j≠i

Santi-parallel൫si,sj൯ 																			 if i≤n, n+1≤j≤2×n and j≠n+i
0                                                                  if j=i or j=n+i

 (1) 

 

In Equation (1), Sparallel (si,sj) represents the probability of 
optimum alignment between strands si, i=1,2,…,n, and sj, 
j=1,2,…,n,  where their interaction type is parallel. Also, 
Santi-parallel (si,sj) represents the probability of optimum 
alignment between strands si, i=1,2,…,n, and sj, j=1,2,…,n, 
where their interaction type is anti-parallel. The definition 
shows that the matrix PAP is divided into two sections with 
an equal number of columns. The left section is used to 
store the parallel alignment probabilities and the right 
section is used to store the anti-parallel ones. The Score 
matrix for the protein in Fig. 1 is shown in Fig. 2-(a). It is 
important to note that the alignment probability depends on 
the spatial ordering of strands [25]. Therefore, the score of 
the optimum alignment between non-bridge strands can be 
different. This is expressed in (2) and (3): 

 
Sparallel (si,sj)്Sparallel(sj,si) (2)
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Santiparallel (si,sj)്Santiparallel(sj,si) (3)
According to [32], some β-strand pairs are more stable 

and they are more frequently observed in nature,  as 
compared to others.  Based on this observation, matrix "PIP 
(Pairwise Interaction Probability)" is defined to store the 
pairwise interaction probabilities of β-strands. The models 
derived by [32]  were used to compute these probabilities. 
Matrix PIP contains n rows and 2ൈn columns as defined in 
(4): 

PIPሺi,jሻ= ቐ
Pparallel൫si,sj൯            											        if i≤n and j≤n and j≠i

Pantiparallel൫si,sj൯       							 if i≤n,  n+1≤j≤2×n and j≠i+n
0                                                             if j=i or j=i+n

 (4) 

In (4), Pparallel(si,sj) represents the probability of strands si 
and sj to make a parallel interaction in the final structure 
based on the protein characteristics such as the helical 
status and the number of residues between each two beta 
strands. Similarly, Pantiparallel(si,sj) is the probability of 
strands si and sj to make an antiparallel interaction. The 
spatial ordering of strands has no effect on the β-strand 
pairwise interaction probability. This is expressed in (5) and 
(6): 
Pparallel(si,sj) = Pparallel(sj,si) (5)

 
Pantiparallel(si,sj) = Pantiparallel(sj,si) (6) 
 

In Fig. 2-(b), the matrix PIP is computed for the protein 
1NZ0D. Then the scores of interactions between each pair 
of β-strands are determined. In the computation of each 
score, both pairwise interaction probability and pairwise 
alignment probability is considered. To store the scores of 
the interactions, a bi-dimensional n×2n matrix called 
"Score" is introduced, where n is the number of β-strands in 
the protein. The matrix definition is declared in (7). 
 
Scoreሺi,jሻ=PAP(i,j)×PIP(i,j) 1≤i≤n , 1≤j≤2×n (7) 
 

In the matrix Score definition, the first n columns 
represent the scores of parallel interactions. Similarly, the 
last n columns show anti-parallel ones. It is important to 
note that the score of an interaction between two strands 
depends on their spatial ordering. The Score matrix is 
illustrated in Fig.2-(c) for the protein 1NZ0D. 

 
Prediction of the Closed β-Sheet Topology: Unlike BCov, 
in the integer optimization problem the pairwise interaction 
probabilities are considered in order to predict more stable 
paired β-strands. In addition, the integer programming 
model of BetaProbe1 is defined differently from the 
BCov's. As a result, the closed β-sheet topology is obtained 
by solving the integer problem in (8). 

 

maximize: ෍෍ Score(i,j) X(i,j)

2×n

j=1

n

i=1

 

(8) 

subject to: c1: Xሺi,jሻ∈ሼ0,1ሽ∀ 1≤i≤n , 1≤j≤2×n 
c2: Xሺi,jሻ+Xሺj,iሻ+Xሺi,j+nሻ+Xሺj,i+nሻ∈ሼ0,1ሽ 

∀ 1≤i≤n, 1≤j≤2×n 
c3: ∑ X(i,j)2×n

j=1 ∈ሼ0,1ሽ∀1൑i൑n 

c4: ∑ ൫Xሺi,jሻ+Xሺi,j+nሻ൯n
i=1 ∈{0,1} ∀1൑j൑n 

c5: ∑ Xሺi,jሻ2×n
j=1 +∑ (Xሺj,iሻ+X(j,i+n))n

j=1 ∈ሼ1,2ሽ 
∀1൑i൑n 

c6: X ሺi,iሻ=Xሺi,i+nሻ=0 ∀ 1≤i≤n	
(a) 

 

PAP=

൦

0 0 0.138 0.019 0 1 0.047 0.007
0 0 0.023 0 1 0 0.019 0.089

0.15 0.025 0 0.238 0.05 0.015 0 0
0.027 0 0.437 0 0.015 0.055 0 0

൪ 

 
 
 
(b) 

PIP =൦

0 0.01 0.27 0.27 0 0.99 0.73 0.73
0.01 0 0.01 0.27 0.99 0 0.99 0.73
0.27 0.01 0 0.27 0.73 0.99 0 0.73
0.27 0.27 0.27 0 0.73 0.73 0.73 0

൪ 

 
 

 
(c) 

Score=

൦

0 0 0.138 0.019 0 1 0.047 0.007
0 0 0.023 0 1 0 0.019 0.089

0.15 0.025 0 0.238 0.05 0.015 0 0
0.027 0 0.437 0 0.015 0.055 0 0

൪ 

 

 
 
Fig 2. (a) The matrix PAP for a protein with PDB ID 1NZ0D 

computed by the dynamic programming algorithm [25]. (b) The 
matrix PIP for protein 1NZ0D computed by using the pairwise 
interaction probabilities in [32]. (c) The matrix Score for protein 
1NZ0D computed by considering both pairwise alignment 
probability and pairwise interaction probability in this paper. 

 
X is a nൈ2n binary matrix (constraint c1) in which non-

zero entries show an interaction between two related 
strands. c2 constraint shows whether the interaction 
between two strands is parallel or antiparallel. c3 and c4 
constraints ensure that all strands have at most one strand 
partner on either side. Furthermore, each strand can pair 
with at least one and at most two other β-strands (constraint 
c5). 

In Fig. 3, the matrix X and the predicted closed β-sheet 
topology for protein 1NZ0D are shown. 

 
(a) 

X = ൦

0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0

൪ 

 
 
(b) 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 3. (a) The matrix X obtained by solving the integer program. 
(b) The predicted closed β-sheet topology for the protein in Fig. 1. 

parallel alignment score anti-parallel alignment score 

parallel interaction anti-parallel interaction 

parallel interaction score anti-parallel interaction 

parallel anti-parallel 

1

4
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Determining the Best Open β-Sheet Topology: In the 
previous step, paired β-strands and their interaction types 
are determined by the integer program solution. The 
predicted interactions make closed β-sheets, in other words, 
each strand has two partners. To extend the proposed 
method for the open β-sheets, the β-sheet topology 
probabilities determined by [32] are used. In this step, the 
probability of each possible open sheet is computed. Then 
the most probable one is selected as the best β-sheet 
topology. To enumerate all possible open β-sheets, one of 
the interactions of the closed one is omitted at a time. The 
process of determining the best open β-sheet topology is 
illustrated in Fig.4. In addition, Fig. 5 shows all possible 
open β-sheets for the closed one in the Fig. 3-(b). 
 

 

 
 
Fig. 4. The process of determining the most probable open β-sheet 

 

3-2. Second Effort: BetaProbe2 

BetaProbe2 consists of two major steps: (i) similar to 
BetaProbe1, the score of each interaction is computed by 
considering both pairwise alignment probability and 
pairwise interaction probability. To obtain more accurate 
alignments, a dynamic programming approach is used to 
compute the alignment probability of each pair of β-strands 
(ii) to unravel the problem of determining the β-sheet 
topology, an integer programming optimization is 
introduced. Unlike BetaProbe1, the integer problem is 
defined to maximize the product of the interaction scores. 
In this step, both pairwise interaction probabilities and 
pairwise alignment probabilities are utilized to give a 
greater chance to more stable and more observed paired β-
strands for selection. Unlike BetaProbe1, the β-sheet 
topology achieved by the integer program solution is not 
closed. The pseudo code of BetaProbe2 is illustrated in 
Pseudocode 2. 

 

Closed β-sheet topology Open β-sheet topology 

 

 

 

 

 

 
Fig. 5. All possible open β-sheets from a closed one. The gray cell 
shows the best open β-sheet topology for protein 1NZ0D. 
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Pseudocode 2: Probability-based algorithm for β-sheet topology 
prediction (BetaProbe2)  
 
 

 Input: protein’s strands 
 Output: an open β-sheet conformation with the highest 

probability 

 Step 1: determining B-strand pairwise Interaction Score  
 

for each pair of strands si and sj do 

compute their parallel and anti-parallel 
pairwise alignment probabilities  

compute their parallel and antiparallel 
pairwise interaction probabilities 

scores=alignment probability×interaction 
probability  

 Step 2: Prediction of the β-Sheet Topology 

  for each pair of strands si and sj do 

   scoresnew=log(scores) 

  Solve the integer programming problem 

 
Computing β-strand Pairwise Interaction Score: Similar 
to BetaProbe1, first the elements of matrices PIP and PAP 
are computed as in BetaProbe1. Then, the score of 
interaction between each pair of β-strands is determined.  

 
Determining the β-sheet Topology: The problem of 
specifying the best β-sheet topology is reduced to an integer 
optimization. By assuming that the event of existing an 
interaction between two strands is independent of other β-
strand interactions, the probability of the occurrence of 
several interactions is computed by the product of their 
probabilities. Therefore, an integer optimization is used to 
maximize the product of β-strand pairwise interaction 
scores, because each pairwise interaction score shows the 
probability of occurrence of an interaction between two 
strands according to the pairwise alignment probability and 
the pairwise interaction probability. Since pairwise 
interaction scores have positive values and the logarithm 
function is ascending, it is possible to maximize the sum of 
the logarithms of the pairwise interaction scores instead of 
maximizing their product. Then, the problem of 
determining the β-sheet topology becomes an integer linear 
problem represented in (9). Note that the constraints of the 
problem are the same as (8). In Fig. 6, the matrix X and the 
final β-sheet topology for protein 1NZ0D are presented. 
 

maximize: ෍෍logሺScore(i,j)ሻ X(i,j)

2×n

j=1

n

i=1

 

(9) 

 
subject to: 

 
c1: Xሺi,jሻ∈ሼ0,1ሽ∀ 1≤i≤n , 1≤j≤2×n 
c2: Xሺi,jሻ+Xሺj,iሻ+Xሺi,j+nሻ+Xሺj,i+nሻ∈ሼ0,1ሽ 

∀ 1≤i≤n, 1≤j≤2×n 
c3: ∑ X(i,j)2×n

j=1 ∈ሼ0,1ሽ∀1൑i൑n 

c4: ∑ ൫Xሺi,jሻ+Xሺi,j+nሻ൯n
i=1 ∈{0,1} ∀1൑j൑n 

c5: ∑ Xሺi,jሻ2×n
j=1 +∑ (Xሺj,iሻ+X(j,i+n))n

j=1 ∈ሼ1,2ሽ 
∀1൑i൑n 

c6: X ሺi,iሻ=Xሺi,i+nሻ=0 ∀ 1≤i≤n	
 

(a) 

X = ൦

0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0

൪ 

  
 
 
(b) 

 
 
Fig 6. (a) matrix X represent the result of solving integer 
programming problem. (b) the final predicted β-sheet topology 

 
4. Results 

In this section, first, the evaluation metrics and the data set 
are described. Then, the results of evaluating BetaProbe1 
and BetaProbe2 are presented. 

 
Evaluation metrics: To evaluate the performance of the 
proposed methods, well-known metrics in (10), (11) and 
(12) are used. These metrics have been used to evaluate 
state-of-the-art methods [5], [26], [25]: 
 
Precision= 

TP

Tp+FP
×100                                                          (10) 

 

Recall= 
TP

TP+FN
×100                                                                     (11) 

 

F1-score= 
2×Precision×Recall

Precision+Recall
                                                           (12) 

 
Note that TP, FP, and FN represent true positives, false 

positives, and false negatives values, respectively. 
 

Dataset: We used the BetaSheet916 set for the evaluation. 
This dataset is extracted from the PDB by [4]. It includes 
916 proteins. To perform cross-validation, it is split into 10-
folds randomly and evenly. DSSP program [35] is used for 
assigning the secondary structure. In this article β-residues 
includes: (1) the extended β-strands (shown by E in the 
DSSP) and (2) the isolated β-bridges (shown B in the DSSP 
output). 
 
Cross validation: At each step in a cross-validation, one 
fold is considered as the test data and the remaining ones 
are the training set. Models are trained based on the training 
set. Predictions are determined in the test set. This process 
is repeated for all proteins in the original set. The accuracy 
measures are computed after the predictions are 
accomplished. 

We carried out three simulations. In the first simulation, 
a 10-fold cross-validation experiment was performed on the 
BetaSheet916 for proteins with less than or equal to four β-
strands and less than three partners. Similarly, in the second 
simulation, the proposed method was evaluated on proteins 
with less than or equal to five β-strands with less than three 
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partners. The third simulation was performed on proteins 
with less than or equal to six β-strands with less than three 
partners. 

BetaProbe1 and BetaProbe2 were compared with the 
state-of-the-art method, BCov, which is also based on 
integer programming. For this purpose, in the first step of 
BCov, the residue pairing probabilities calculated in 
BetaPro were used. Then the methods were evaluated on 
the same data set. 

In Table 1, the performance of BetaProbe1 at the strand 
level is compared with the performance of BCov. The 
recall, precision, and F1-score measures are shown in this 
table.  

Wilcoxon test for related samples has been utilized to 
determine whether there is a significant difference in the 
precision, recall, and F1-score of the two methods. To 
perform the test, the data set was broken into ten 
subsidiaries as declared in the Dataset section. After that, 
the results of BetaProbe1 and BCov were evaluated for 
these subsets. The test showed that with an average error of 
5%, there is a significant difference between the recall of 
the two methods at the pairing direction level for proteins 
with up to six and up to five strands. This means that the 
recall improvement of BetaProbe1 compared with that of 
BCov is significantly meaningful. From Table 1, it can be 
concluded that besides using β-sheet conformation 
probabilities, considering pairwise interaction probabilities 
in the computation of β-strands interaction score and 
combining it with the integer programming greatly 
improves the accuracy of pairing directions.  In Chart 1, 
Chart 2, and Chart 3 the recall, precision, and F1-score of 
BetaProbe1 at pairing direction level is illustrated and 
compared to BCov's.   

 

Table 1. The performance of BetaProbe1 at strand level on 
proteins with 6 or fewer β-strands on BetaSheet916. 
 

Evaluation level Method Recall Precision F1-score 

strand pairing 

BCov൑6 a 79 84 82 

BetaProbe1൑6 73 69 71 

BCov൑5 b 81 86 83 

BetaProbe1൑5 76 73 74 

BCov൑4 c 82 85 83 

BetaProbe1൑4 75 72 74 

Pairing direction 

BCov൑6 64 68 66 

BetaProbe1൑6 70 67 68 

BCov൑5 64 69 66 

BetaProbe1൑5 73 70 72 

BCov൑4 72 75 73 

BetaProbe1൑4 74 70 72 

 

a)The evaluation is done on proteins with up to 6 β-strands  
b) The evaluation is done on proteins with up to 5 β-strands  
c) The evaluation is done on proteins with up to 4 β-strands  

In Table 2, the performance of BetaProbe2 is compared 
to BCov at strand level. For the three subsets of proteins, 
the precision and the F1-score measures of the proposed 
method at pairing direction level is better than BCov. 
Further, the precision of BetaProbe2 is better than BCov at 
strand pairing level. Wilcoxon test for related samples 
showed that with an average error of 5%, there is a 
significant difference between the precision of BCov and 
BetaProbe2 at the pairing direction level for all subsets of 
proteins. It can be concluded that the precision 
improvement of BetaProbe2 is significantly meaningful as 
compared with BCov's. 

 

 

 
 

Chart 1: Recall comparison of BetaProbe1 to BCov 
 

 
 

Chart 2: Precision comparison of BetaProbe1 to BCov 
 

 
 

Chart 3: F1-score comparison of BetaProbe1 to BCov 
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The reason for the improvement of proposed methods as 
compared with BCov is that adding pairwise interaction 
probabilities to the integer programming in the second step, 
enforces β-strand interactions which are more frequent in 
the nature to be selected with higher probabilities. In 
addition, to improve the pairwise alignments between β-
strands, a dynamic programming approach is utilized in 
which gaps are allowed. Furthermore, using the amino acid 
pairing potentials provided by the BetaZa in the first step 
has improved the accuracy. 

 
Table 2. The performance of BetaProbe2 at strand level on 

proteins with 6 or fewer β-strands on Beta Sheet 916. 
 

Evaluation level Method Recall Precision F1-score 

strand pairing 

BCov൑6 79 84 82 

BetaProbe2൑6 65 85 73 

BCov൑5 81 86 83 

BetaProbe2൑5 68 87 76 

BCov൑4 82 85 83 

BetaProbe2൑4 71 90 79 

Pairing direction 

BCov൑6 64 68 66 

BetaProbe2൑6 63 83 72 

BCov൑5 64 69 66 

BetaProbe2൑5 67 87 75 

BCov൑4 72 75 73 

BetaProbe2൑4 71 89 79 

 
In Table3 and Table4 the results of BetaProbe2 are 

compared to BetaZa at the residue level and strand level, 
respectively. The same alignment technique is used in both 
methods. BetaZa searches the entire search space to find the 
best β-sheet topology. Although the execution time of 
BetaProbe2 is less than BetaZa, the precision of 
BetaProbe2 is better at pairing direction level. In addition, 
the precision of BetaProbe2 at strand pairing level and 
contact map level is comparable with BetaZa's. Comparing 
the recall, precision, and F1-score measures of BetaProbe2 
at pairing direction level with the other method, the results 
are represented in Chart4, Chart 5, and Chart 6, 
respectively. 

In Table5 and Table6 the performance of BetaProbe1 
and BetaProbe2 are represented at the residue level and 
strand level, respectively. As mentioned before, in 
BetaProbe1, the sum of the interaction scores is maximized 
in the integer programming step while in BetaProbe2 the 
product of the interaction scores is maximized. It leads to 
predicting fewer interactions between β-strands in 
BetaProbe2 because the scores of the interactions are in the 
range of zero and one. Subsequently, the predicted pairwise 
interactions are the most frequent ones. Therefore the 
precision of predicted interactions increases while the recall 
decreases. 

Table 3. The performance of BetaProbe2 at strand level on 
proteins with 6 or fewer β-strands on Beta Sheet 916 

 

Evaluation level Method Recall Precision F1-score 

Contact map 

BetaZa൑6 78 80 79 

BetaProbe2൑6 58 80 67 

BetaZa൑5 80 80 80 

BetaProbe2൑5 60 79 68 

BetaZa ൑4 82 82 82 

BetaProbe2൑4 61 80 69 

 
Table 4. The performance of BetaProbe2 at strand level on 

proteins with 6 or fewer β-strands on Beta Sheet 916. 
 

Evaluation level Method Recall Precision F1-score 

strand pairing 

BetaZa൑6 83 84 84 

BetaProbe2൑6 65 85 73 

BetaZa൑5 87 88 87 

BetaProbe2൑5 68 87 76 

BetaZa ൑4 91 91 91 

BetaProbe2൑4 71 90 79 

Pairing direction 

BetaZa ൑6 80 81 81 

BetaProbe2൑6 63 83 72 

BetaZa ൑5 84 85 84 

BetaProbe2൑5 67 87 75 

BetaZa ൑4 88 88 88 

BetaProbe2൑4 71 89 79 

 

 
 

Chart 4: Recall comparison of BetaProbe2 to other methods 
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Chart 5: Precision comparison of BetaProbe2 to other methods 
 

 
 

Chart 6: Precision comparison of BetaProbe2 to other methods 

 
5. Conclusion and Future Work 

The issue of determining the topology of β-sheets is 
considered as a challenging problem. In this paper, 
BetaProbe1 and BetaProbe2, two probability-based 
methods for the β-sheet topology prediction, are introduced. 
In these methods, first, the optimum pairwise alignment 
probabilities of β-strands are determined using the dynamic 
programming approach while any number of gaps are 
allowed. Then, the probability of the occurrence of an 
interaction is computed. After that, the score of on 
interaction is computed utilizing both pairwise alignment 
probability and pairwise interaction probability. Finally, we 
reduced the problem of finding the β-sheet topology to an 
integer optimization. 10-fold cross-validation experiments 
are performed to evaluate the proposed methods. The 
results show that these methods outperform the most recent 
integer programming-based method[26]. The major 
novelties in this research can be summarized as follow: 
1.  Considering both pairwise alignment probability and 

pairwise interaction probability to compute the score of 
an interaction between two β-strands; 

2.  Combining the probability of occurrence of an 
interaction with the integer programming; 

3. Considering β-sheet conformation probability in the 
nature to predict more frequent β-topologies; 

4.  Considering the spatial ordering of β-strands in β-sheets 
in the integer programming; 

5.  The ability of the proposed methods to predict the β-
sheet structure for proteins with multiple β-sheets; 

6.  The ability of the proposed methods to predict the β-
sheet topology for proteins with closed β-sheets. 

The performance of predictions can be improved even 
further. By combining residue pairing propensities with 
PSICOV [18] ones, the methods can become more accurate. 
Our methods can predict proteins with six or fewer β-
strands with less than three partners.  This can be extended 
to predict proteins with a higher number of β-strands and 
higher order partners by extending probabilities and adding 
new constraints to the integer programming step. 

 
Table 5. The performance of BetaProbe1 and BetaProbe2 at 
residue level on proteins with 6 or fewer β-strands on Beta  

Sheet 916. 
 

Evaluation level Method Recall Precision F1-score 

Contact map 

BetaProbe1൑6 63 66 64 

BetaProbe2൑6 58 80 67 

BetaProbe1൑5 64 66 65 

BetaProbe2൑5 60 79 68 

BetaProbe1൑4 64 67 65 

BetaProbe2൑4 61 80 69 

 
Table 6. The performance of BetaProbe1 and BetaProbe 2  at 

strand level on proteins with 6 or fewer β-strands on Beta  
Sheet 916. 

 

Evaluation level Method Recall Precision F1-score 

strand pairing 

BetaProbe1൑6 73 69 71 

BetaProbe2൑6 65 85 73 

BetaProbe1൑5 76 73 74 

BetaProbe2൑5 68 87 76 

BetaProbe1൑4 75 72 74 

BetaProbe2൑4 71 90 79 

Pairing direction 

BetaProbe1൑6 70 67 68 

BetaProbe2൑6 63 83 72 

BetaProbe1൑5 73 70 72 

BetaProbe2൑5 67 87 75 

BetaProbe1൑4 74 70 72 

BetaProbe2൑4 71 89 79 
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