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Abstract: Metabolic Syndrome (MS) is the collection of risk 

factors for coronary artery disease (CAD). It is responsible 

for cardiovascular disease (CVD), type 2 diabetes, cancer, 

renal and mental diseases with the transition from childhood 

to adulthood. The MS is increasing in recent decades in 

different societies, especially in Iran. This study was 

conducted to determine the predictive factors of MS in 

children and adolescents in Birjand (Capital of South 

Khorasan Province, Iran) using a data mining approach. The 

four different analyses for females and males (6-11 and 12-

18 year-old groups) were carried out using three popular 

decision tree models. The most important prognostic factors 

for MS were high level of TG and low level of DBP and HDL 

in 6-11-year-old group, and high level of waist 

circumference (WC) and low level of TG for 12-18-year-old 

group. The most important factors were TG and HDL in 

females and WC and TG in males. Raising teens and 

families' awareness of the risk factors, screening children and 

teens, monitoring and controlling the risk factors through life 

style correction such as more physical activity and healthy 

eating are recommended. 

 

Keywords: Index Terms, Metabolic Syndrome, Data 

Mining, Decision Tree, School-Age Population 

 

1. Introduction 

The Metabolic Syndrome (MS) is the collection of risk 

factors for coronary artery disease (CAD) such as abdominal 

obesity, dyslipidemia, hypertension, and insulin resistance, 

which was firstly described by Reaven in 1988. Different 

definitions are presented for MS. Its prevalence differs from 

both areas and definitions [1]. It is responsible for 

cardiovascular disease (CVD), type 2 diabetes, cancer, renal 

and mental diseases with the transition from childhood to 

adulthood [2-4]. In recent decades, MS in many countries, 

including Iran has been on the rise due to a progressive 

increase in the prevalence of obesity in children and 

adolescents and changing the lifestyles [1, 2, 4, 5]. It is 

predicted that CVD will be the most important cause of 

mortality in the world and also 30% of all deaths in 

developing countries by 2020 [2]. Due to the increase in 

death from CVD in the world including Iran, and the matter 
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that the risk factors for these diseases begin from childhood 

and adolescence, the best way to reduce the risk factors in 

children and adolescents is the identification and control of 

them. Given the racial and geographic factors for each 

region, risk factors should be identified and appropriate 

interventions for preventing their deadly effects should be 

designed [2, 4, 6].  

 Various studies in this field have been conducted in 

recent years. For example, Lee et al. [7] developed and 

validated a risk prediction model for metabolic syndrome in 

2 years based on an individual’s baseline health status and 

body weight. Cheng-Sheng et al. [8] used various statistical 

machine learning techniques to visualize and investigate the 

pattern and the relationship between metabolic syndrome 

and several risk varieties. In another study by Yanchao Tang 

et al. [9], a data mining method was used to identify 

significant physiological indexes and traditional Chinese 

medicine constitutions. In another study [10], authors 

performed a systematic review to investigate the various 

statistical and machine learning techniques used to support 

the clinical diagnoses of metabolic syndrome from the 

earliest studies to January 2020. They concluded that the 

decision tree and machine learning techniques have the 

highest predictive performance for metabolic syndrome. 

 In recent years, attention has been paid to the risk factors 

in children and adolescents, and several studies have been 

conducted in various countries as such, including Iran. 

According to [4], the prevalence of MS in Iran in the age 

group of 3-21 years old is 3% -16% based on ATP III  

criterion [4]. According to Caspian National Study [2], MS 

is seen among 14.1% of the children and adolescents, 2.5% 

of adolescents in 23 provinces of Iran [11], and 9.5% of the 

adolescents in the age group of 10-19 in Tehran [12]. 

Prevalence of MS in adolescents between 12-18 years old in 

United Arab Emirates is 12%, including 21% males and 4% 

females [13]. According to ATP III definition, prevalence of 

MS in males is 9.8% in Kuwait, 4.2% in China, 5.1% in 

America, 5.8% in India, 9% in Korea, 10.3% in Iran, 20.2% 

in Mexico, and 30.9% in Brazil [14]. The prevalence of MS 

in the 13-16-year-old adolescents in Vietnam is 3.9%-12.5% 

based on different definitions [15]. In China, the prevalence 

of MS is 23.9% in the age group of 7-17 year-old based on 
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Cook's definition [16]. The prevalence of MS  is also 14% in 

the 6-14 year- old- group in Brazil [17] and 3.5% in Canadian 

adolescents [18]. Findings suggests that several factors, such 

as high density lipoproteins (HDL), low density lipoprotein 

(LDL), body mass index (BMI) can predict the risk of MS. 

Therefore, using a multi-variate model to identify 

populations at higher risk for MS incidence has been a field 

of active research. Several prediction models for MS have 

been derived using classical statistical models such as 

logistic and Cox regressions. Chandola et al investigated the 

association between stress at work and MS using logistic 

regression and the data of a cohort study in London civil 

service departments [19]. Statistical models have some 

disadvantageous and usually require some assumptions for 

fitting model, and the results of the analysis can be 

misleading by violating these assumptions [20].  

 Data Mining (DM) techniques such as decision trees 

(DT) and artificial neural networks (ANNs) are popular 

techniques to estimate complex relationships in different 

areas, especially in medical sciences [21-23]. The DT 

provides a very flexible structure and do not require pre-

specifying the interactions between variables. This method 

has fewer assumptions in modeling, which can be used as an 

explorative approach to classify samples into groups with 

similar characteristics. DT is a nonparametric classification 

model which has attracted great attention in medical 

sciences. Ramezankhani et al presented a DT for predicting 

the risk of type 2 diabetes (T2D) and for exploring the 

interactions between risk factors in those models [24]. To the 

best of our knowledge, there are few studies in the literature 

concerned with applying DT model for MS. Worachartchee 

wan et al. [25] employed decision tree as a decision support 

system to identify the individuals with MS among a Thai 

population. Results demonstrated the strong prediction 

power of the DT in classifying the individuals with and 

without MS, displaying an overall accuracy in excess of 

99%.   

  In this study, three types of DT algorithms (Chi-squared 

automatic interaction detector [CHAID], classification and 

regression tree [CART], and quick unbiased efficient 

statistical tree [QUEST]) are applied for rapid and automated 

identification of MS and the relative importance of risk 

factors leading to MS in children and adolescents in Birjand, 

South Khorasan. 

 

2. Methods 

2.1 Study Population 

This cross-sectional descriptive study was conducted from 

2012 to 2013 on 4,340 students aged 6-18-year-old living in 

Birjand including, 2,329 females and 2,011 males. The 

samples were chosen through multi-stage cluster sampling 

from school-aged students. Weight and height measurements 

were performed by standard methods. Weight was measured 

with a digital scale (Seca, German) with 100 grams of error, 

and height with an accuracy of 0.5 cm. Waist circumference 

(WC) was measured by meter in standing position at the 

distance of between the last rib and the iliac in exhale with 

an accuracy of 0.5. Blood pressure (BP) was measured under 

standard circumstances. The laboratory blood tests such as 

fasting blood sugar (FBS), LDH and triglyceride (TG) were 

conducted on students.  

 Blood samples were collected in 5 ml vacuum tubes, 

(with separator gel, clot activator, Bacton Dickinson U.K).  

Blood samples were separated at a distance of fewer than 

fifteen minutes for example in 10 minutes’ by sigma 

centrifugation in 3000 RPM. FBS, total serum cholesterol 

(TC), and TG, HDL-C and LDL-C concentrations were 

measured within less than an hour by commercially available 

enzymatic reagents (ROCHE Kits, Germany with a closed 

full automated analyzer system of ROCHE COBAS 

INTEGRA). ATP III was used as the diagnostic criteria for 

MS in this study. Having at least three of the following are 

characterized as having MS according to ATP III: abdominal 

obesity and WC ≥ 90th percentile for age and gender, TG ≥ 

110 mg/dl, HDL < 40, systolic or diastolic blood pressure ≥ 

90th percentile and FBS ≥ 110 mg/dl. Exclusion criteria were 

genetic syndrome, endocrine disorders, physical 

impairments and using drugs which somehow affect MS 

components.  

 In the population, we excluded individuals with missing 

data on important variables (n=521). The final population 

with the size of 3819 students (242 abnormal and 3577 

normal) was used in this study. Baseline characteristics of 

the study population are presented in Table 1 below.  
 

Table 1. Baseline characteristics of MS study in Birjand, Iran 
 

Field Abnormal (242) Normal (3577) P-Value* 

WEIGHT 62.022** 41.035 1 

LENTH 155.017 146.791 1 

WC 81.153 63.586 1 

SBP 121.591 101.779 1 

DBP 68.967 57.897 1 

FBS 92.033 88.384 1 

CHOL 171.905 157.067 1 

TG 157.269 82.642 1 

HDL 36.64 49.934 1 

LDL 101.9 86.609 1 

BMI 25.289 18.44 1 

 

*P-Value of the significant test for difference between mean of 

variables for Abnormal and Normal Groups. P-Values greater than 

0.95 indicates important and significant difference 

** Mean of variable 

 

 There are many methods for feature selection and 

extraction to determine the most important related attributes 

for the labels of each class. The goal of both methods is to 

reduce the feature space to improve data analysis. This is 

especially important when the used dataset contains many 

features.  

 The main difference between feature selection and 

extraction is that the first one is reduced by selecting a subset 

of features without changing them, while feature extraction 

reduces their dimensions by deforming the main features to 

create other features that should be more significant. Feature 



Journal of Computer and Knowledge Engineering, Vol.3, No.2. 2020. 23 

 

selection improves the knowledge of the process under study 

because it shows the features that most affect the intended 

phenomenon. In addition, the learning time of the learning 

machine is adopted and its accuracy must be considered 

because it is very important in data mining and machine 

learning applications.  

 However, in this study, we used decision tree models, 

which applies an embedded feature selection algorithm to 

construct trees. In section 3, you will see five most relevance 

features in the construction of decision trees. 
 The distribution of the study population by gender and 

age is shown in Table 2. 

 
Table 2. Distribution of the study population by gender and age 

 

Distribution of dataset Abnormal Normal 

Gender 
Male 139 1600 

Female 103 1977 

Age-group 
6-11 92 1564 

12-18 150 2013 

 
2.2 Statistical analysis 

The research dataset is partitioned into two subsets using 

stratified random sampling. The training dataset consists of 

80% of the dataset used for model building and the remaining 

20% for testing model. 

 

2.3 Data balancing  

Most prevalent classification models perform well when 

classes of target variable are distributed identically and 

model challenges increase when the distribution of 

observations is imbalanced [26]. Often medical data are 

mainly combined by the majority of normal class with only 

a minority of abnormal class [27]. In these cases, standard 

and popular models tend to generate high precision for the 

majority class and low precision for the minority class. 

Oversampling techniques are used to dominate this problem 

by adjusting the prior probability of the majority and 

minority class in training dataset to acquire more balanced 

data in each class. Some studies in medical sciences showed 

the effectiveness of SMOTE (Synthetic Minority 

Oversampling Technique) for handling imbalanced datasets 

[27,28]. In the present study, we balanced training datasets 

using SMOTE. 

 

2.4 Methods for DT modeling 

CART method is a popular DT model [29] used for 

predicting continuous and categorical target variables. 

CART split data subsets use all variables for creating two 

child nodes. The best variable is found using an impurity 

measure to produce as homogenous as possible data subsets 

with respect to the target variable. CART procedure is 

terminated by cost-complexity tree pruning. CHAID method 

[30] is made frequently by breaking subsets of dataset into 

two or more child nodes. This method begins with the whole 

dataset. If a variable is continuous, it is transformed into 

ordinal type before using the algorithm. This method merges 

non-significant categories for every variable by using P-

value and Chis-square statistics. Any final category of a 

variable will eventuate in one child node if it is used to split 

the node. QUEST method [31] is used for univariate and 

linear combination splits. The QUEST process includes 

selecting a variable for each node and finding its point split 

by using ANOVA F-test or Leven's test for continuous and 

ordinal variables, and Pearson's chi-square for nominal 

variables. The variable with the greatest dependency on the 

target is chosen for splitting. The algorithm uses quadratic 

discriminant analysis (QDA) for searching optimal splitting 

point for the independent variable. 

 
2.5 Model performances 

The performance evaluation of models is usually done using 

testing set. By considering a classifier and a pattern, there are 

four possible outcomes. If the pattern is positive and it is 

classified as positive, it is counted as a true positive (TP); 

however, if it is classified as negative, it is counted as a false 

negative (FN). If it is negative and is classified as negative, 

it is counted as a true negative (TN), whereas if it is classified 

as positive, it is counted as a false positive (FP). These 

measures are used as a basis for calculating many common 

performance metrics such as classification accuracy, 

sensitivity, specificity and G-measure. Sensitivity measures 

the proportion of positives which are correctly classified, 

while specificity measures the proportion of negatives which 

are correctly classified.  

 The classification accuracy is the proportion of true 

results (both true positives and true negatives) in the patterns. 

The geometric mean (G-Mean) measures the balance 

between model performance on the negative and positive 

class and avoids  overfitting to the negative class [32]. 

 Receiver operating characteristics (ROC) graphs and area 

under ROC (AUC) are used to evaluate the models. ROC 

graphs are useful for organizing classifiers and visualizing 

their performance. AUC measures the discrimination 

performance of a model, that is, the extent to which a model 

successfully separates the positive and negative observations 

and ranks them correctly [33].  

 
3. Results  

3.1 Performance of DT models 

The DT models were constructed using the balanced training 

subsets of four different analyses (females, males, 6-11 and 

12-18 year-old group). The performance measurements for 

the three types of DT models in testing data are shown in 

Table 3.  

 Also, the ROC plots for the models on four testing 

datasets are shown in Figure 1. The accuracy of CART 

model in Table 3 and its AUC for all datasets are higher than 

other models. The comparison between these DT models 

shows that for all four analyses (Male, Female, 6-11 year-old 

and 12-16 year-old), CART is the best model; therefore, it 

was chosen as the final model. 
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Table 3. Performances of the DT models for four subset analyses in testing data 

 

QUEST CHAID CART 
Performance 

measures 
DT models 

87.692 88.846 93.846 Sensitivity 

Males 

86.755 91.749 90.759 Specificity 

87.030 90.410 92.180 Accuracy 

0.872 0.903 0.923 G-mean 

0.949 0.955 0.976 AUC 

92.208 91.775 98.701 Sensitivity 

Females 

91.316 92.895 93.684 Specificity 

91.650 92.470 95.580 Accuracy 

0.918 0.923 0.962 G-mean 

0.953 0.975 0.982 AUC 

95.988 95.370 96.914 Sensitivity 

age-group 

[6-11] 

87.789 91.419 95.380 Specificity 

92.030 93.460 96.170 Accuracy 

0.918 0.934 0.961 G-mean 

0.929 0.974 0.975 AUC 

94.531 97.396 97.396 Sensitivity 

age-group 

[12-18] 

92.593 91.534 97.354 Specificity 

93.570 94.490 97.380 Accuracy 

0.936 0.944 0.974 G-mean 

0.957 0.982 0.987 AUC 

 

 
 

Figure 1. ROC plots for the 3 classifier models on 4 subsets of testing data 
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3.2 Results of the best Classification tree models 
In this section, the results of CART models obtained 

separately from both sexes in the two age groups (6-11 and 

12-18 year-old) are interpreted and explained. Figure 2 

depicts the DT for females in the dataset, including the 

predictor variables and the cut points for each predictor. It 

uses three variables (TG, SBP and HDL) to classify six 

decision rules. Each rule identifies a special subgroup with a 

certain probability of outcome (normal or abnormal) for each 

person belonging to that subgroup. Table 4 shows the six 

predictive rules obtained by DT in Figure 2. 

 Table 4 shows that in the group of the females that TG is 

≤ 111.5, If SBP is ≤120.56, the individual would be 100% 

normal (rule 1). With an increase in SBP to > 120.56, the risk 

of MS increases; hence, to reduce the risk of MS, the level 

of HDL should be more than 39.46. In this way the individual 

would be normal with the probability of 93.75% (rule 3), and 

if HDL is ≤ 39.46, the individual would be abnormal with 

the probability of 83.7% (rule 2). If TG level becomes > 

111.5, HDL plays an important role in the individual’s status. 

So if HDL is ≤ 45.9, then individual would be abnormal with 

the probability of 85.3% (rule 4). If HDL becomes greater 

than 45.9, SBP is an important factor in determining the 

individual's status. Therefore, if SBP is more than 121.44, 

the individual is abnormal with the possibility of 100% (rule 

6), and finally if SBP is less than 121.44, the individual is 

normal with the possibility of 100% (rule 5). 

 Figure 3 depicts the DT for males. It used five variables 

(WC, TG, HDL, SBP, BMI) to categorize seven decision 

rules. Table 5 shows the seven predictive rules obtained by 

DT in Figure 3. 

 Table 5 shows that WC has a significant impact on the 

risk of MS in males. If it is ≤74.03, then TG is important in 

determining the individual's status, and if TG is ≤118.5, the 

individual would be normal with the probability of 97% (The 

Rule 1). If TG is >118.5, then SBP has more diagnostic 

power. For more precise diagnosis, BMI should be 

considered. If SBP is ≤120.17 and BMI is ≤20.71, the 

individual would be normal with the probability of 94% (rule 

2), while if BMI is > 20.71, the individual would be 

abnormal with the probability of 71% (rule 3). If males’ WC 

is > 74.03, HDL has high diagnostic power. If their HDL is 

≤ 40.97, the individual would be abnormal with the 

possibility of 95% (rule 5). If HDL is > 40.97, then TG is 

important in the individual’s status. If TG is > 109.8, then the 

individual would be abnormal with the possibility of 82% 

(rule 7). And finally, if TG is ≤ 109.8, then the individual 

would be normal with the possibility of 99% (rule 6).

 

 
Figure 2. Decision tree for females 

 
Table 4.  The six predictive rules obtained through DT for females 

 

Predicted class† Probability* Definition (rules) Group 

Normal 1.00 TG≤111.5 and SBP≤120.564 1 

Abnormal 0.84 TG≤111.5 and SBP>120.564 and HDL≤39.462 2 

Normal 0.937 TG≤111.5 and SBP>120.564 and HDL>39.462 3 

Abnormal 0.85 TG>111.5 and HDL≤45.98 4 

Normal 1.00 TG>111.5 and HDL>45.98 and SBP≤121.44 5 

Abnormal 1.00 TG>111.5 and HDL>45.98 and SBP>121.44 6 
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Figure 3. Decision tree for males 

 

 
Table 5. The seven predictive rules obtained through DT for males 

 

Predicted class† Probability* Definition (rules) Group 

Normal 0.97 WC≤74.033 and TG≤118.5 1 

Normal 0.94 WC≤74.033 and TG>118.5 and SBP≤120.117 and BMI≤20.717 2 

Abnormal 0.71 WC≤74.033 and TG>118.5 and SBP≤120.117 and BMI>20.717 3 

Abnormal 0.89 WC≤74.033 and TG>118.5 and SBP>120.117 4 

Abnormal 0.96 WC>74.033 and HDL≤40.979 5 

Normal 0.99 WC>74.033 and HDL>40.979 and TG≤109.830 6 

Abnormal 0.82 WC>74.033 and HDL>40.979 and TG>109.830 7 

 

 

 

 Figure 4 depicts the DT for the 6-11 year-old individuals 

in the dataset. It uses four variables (TG, HDL, DBP, SBP) 

for generating six decision rules. Table 6 shows the six 

predictive rules obtained using DT (see Figure 4). 

 Table 6 shows the importance of TG in the individuals' 

status. As can be seen, if TG is less than 110.46, HDL has 

high diagnostic power. If HDL is less than 39.98, SBP is 

important. If SBP is less than 111.15, the individual would 

be normal with the possibility of 98% (rule 1), while if SBP 

is more than 111.15, the individual would be abnormal with 

the possibility of 94% (rule 2). As for the individuals with 

TG less than 110.46 and HDL more than 39.98, the possible 

normality rate is 98%. However, if TG is more than 110.46, 

diastolic pressure has an important role in the individual's 

status. In addition, if DBP is more than 60.02, the individual 

would be abnormal with the possibility of 98% (rule 6), 

while if DBP is less than 60.02, HDL has high diagnostic 

power. If HDL is less than 40.5, the individual would be 

abnormal with the possibility of 89%, while if HDL is more 

than 40.5, the individual would be normal with the 

possibility of 92%. 

 Figure 5 depicts the DT for the 12-18 year-old group. It 

uses four variables (WC, TG, HDL and SBP) for generating 

six decision rules.  

 Table 7 shows the six predictive rules obtained using DT 

(see Figure 5). 

 Table 7 shows the importance of WC in the individual’s 

status. If WC is ≤75.05, TG has an important role in 

diagnosis. If TG is ≤123.22, the individual would be normal 

with the possibility of 99% (rule 1). If TG is >123.22 then 
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SBP is important. Moreover, if SBP is ≤ 121.15, the 

individual would be normal with the possibility of 92% (rule 

2), while if SBP is >121.15, the individual would be 

abnormal with the possibility of 91%  (rule 3). If WC is > 

75.05, HDL has high diagnostic power. If HDL is ≤ 40.96, 

the individual would be abnormal with the possibility of 82% 

(rule 4). If HDL is > 40.96, SBP has an important role in 

diagnosis. If it is ≤121.63, the individual would be normal 

with the possibility of 98% (rule 5), while if it is > 121.63, 

the individual would be abnormal with the possibility of 

68%. 

 Thus, it is concluded that the most important prognostic 

factors for MS are the high level of TG and the low level of 

HDL for the 6-11-year-old group, and also the high level of 

TG, low level of HDL and WC for the 18-12-year-old group. 

These factors include TG and HDL in females and HDL, 

WC, and TG in males.  
 
 

 

 

 
 

Figure 4. Decision tree for the 6-11 year-old group 

 

 

 
Table 6. The six predictive rules obtained through DT for the 6-11 year-old group 

 

Predicted class† Probability* Definition (rules) Group 

Normal 0.98 TG≤110.464 and HDL≤39.98 and SBP≤111.15 1 

Abnormal 0.94 TG≤110.464 and HDL≤39.98 and SBP>111.15 2 

Normal 0.98 TG≤110.464 and HDL>39.98 3 

Abnormal 0.89 TG>110.464 and DBP≤60.023 and HDL≤40.5 4 

Normal 0.92 TG>110.464 and DBP≤60.023 and HDL>40.5 5 

Abnormal 0.98 TG>110.464 and DBP>60.023 6 
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Figure 5. Decision tree for the 12-18 year-old group 
 

Table 7. The six predictive rules obtained through DT for the 12-18 year-old group 

 

Predicted class† Probability* Definition (rules) Group 

Normal 0.99 WC≤75.05 and TG≤123.226 

 
1 

Normal 0.92 WC≤75.05 and TG>123.226 and SBP≤121.154 

 
2 

Abnormal 0.91 WC≤75.05 and TG>123.226 and SBP>121.154 

 
3 

Abnormal 0.82 WC>75.05 and HDL≤40.968 

 
4 

Normal 0.98 WC>75.05 and HDL>40.96 and SBP≤121.631 

 
5 

Abnormal 0.68 WC>75.05 and HDL>40.968 and SBP>121.631 

 
6 

3. Discussion 

According to the results, the most important prognostic 

factors for MS were the high level of TG and the low level 

of DBP and HDL in the 6-11-year-old group, and the high 

level of WC and the low level of TG for the 12-18-year-old 

group. The most important factors were TG and HDL in 

females and WC and TG in males. These varieties could be 

due to the significant differences of the under-studied risk 

factors in both sexes and age groups. 

 The importance of WC in predicting MS in males rather 

than females and 12-18 age groups rather than 6-11 years old 

could be due to the higher prevalence of abdominal obesity 

in males and the 12-18 age groups. The importance of 

abnormal TG and HDL in predicting MS, which can be seen 

in both sexes and age groups, is due to their high prevalence 

reported in several studies. 

 In a review article, the prevalence of dyslipidemia, 

hypercholesterolemia, the high level of LDL and the low 

level of HDL among Iranian children and adolescents were 

3-48%, 3-50%, 5-20% and 5-88%, respectively. The most 

common dyslipidemia included the low level of HDL and the 

high level of TG [34]. MS was reported among Iranian 

children and adolescents as 14.1% in National Caspian 

Study, and the most common risk factor was dyslipidemia 

with the prevalence of 45.7%. In this study the prevalence of 

dyslipidemia, hypertension and MS were higher in 

overweight children. It has also reported that the most 

common factor for MS in Iranian and Turkish children and 

adolescents were the high level of TG and the low level of 

HDL, which can be due to racial differences [2]. Taheri et al. 

(2012) reported the prevalence of dyslipidemia in 11-18 

year- old -adolescents in Birjand as 34.3%. The low level of 

HDL in 24.7% and the high level of TG in 14% were the 

most common dyslipidemia. The high level of total 

cholesterol was 6.1% and the high level of LDL was 3.5% 

[35]. Similar studies have reported that the prevalence of 

dyslipidemia in children living in Birjand is often seen in 

obese children compared with non-obese ones [36]. Rashidi 

et al. (2014) studied 2246 adolescents from 10 to 19 years 

old in Ahvaz and reported that the prevalence of MS was 9% 

(11% in males and 7% in females). In this study, the most 

common components were the high level of TG (23.5%) and 

the low level of HDL (24.1%). It was also found that the 

prevalence of MS was higher in obese or overweight 

individuals [37]. The most common components of MS in In 

another study, adolescents aged 10-18 years old in Korea 

were reported to have a high level of TG (21.2%) and a low 

level of HDL (12.6%) [38]. Among the 10-19 year-old 

teenagers in India, the prevalence of MS was 9.9% and the 

most common component was the low level of HDL in 
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58.3% of the cases [39]. In a study conducted in Ahvaz on 

adults with diabetes type II, the prevalence of MS was 

73.1%, whereas TG and HDL had a high value in predicting 

of MS in females [40]. Also, WC had a high value in 

predicting MS. With 1 cm increase in WC in the 13-year-old 

individuals, the chance of MS increases 5% at the age of 22 

[41]. In another study, overweight Italian children and 

adolescents aged 4-17 years old showed that the ratio of WC 

to height  is the most predicting factor for MS. In 56% of the 

individuals, the ration of WC to height was more than 0.6. 

This increase was associated with the high risk of 

dyslipidemia and hypertension. Dyslipidemia was the most 

component of MS (43.6% and 24.15%),which was 

associated with hypertension [42]. Other studies on 6-13 

school-aged students have showed that WC and SBP are 

independent predicting factors for insulin resistance [43]. 

 

4. Conclusion 

In this study, assessing MS data in children and adolescents 

living in Birjand, Iran was performed using data mining 

based approach. In fact, this is an important multidisciplinary 

study conducted on the risk factors of metabolic syndrome 

and the obtained models are used as predictive tools to 

empower the Birjand's health care system. We successfully 

used a decision tree model to build 4 predictive models 

separately for 6-11 year-old and 12-18 year-old male and 

female individuals. According to the results, the most 

important prognostic factors for MS are the high level of TG 

and the low level of DBP and HDL in the 6-11-year-old 

group, and the high level of WC and the low level of TG in 

the 12-18-year-old group. The most important factors are TG 

and HDL in females and WC and TG in males. In conclusion, 

raising teens and families' awareness of the risk factors, 

screening children and teens, monitoring and controlling the 

risk factors through life style correction such as more 

physical activity and healthy eating are recommended. 
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