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Abstract In today's era, the Internet of Things has become one 

of the important pillars in organizations, hospitals, and research 

circles and is recognized as an integral part of the Internet. One 

of the important areas that require online monitoring is medical 

imaging equipment, whose functional information is transmitted 

through the Internet of Things. Server security and intrusion 

prevention, along with anomaly detection, are critical 

requirements for these networks. The purpose of anomaly 

detection is to develop methods that can detect attackers' attacks 

and prevent them from happening again. Algorithms and 

methods based on statistics play an important role in predicting 

and diagnosing anomalies. In this article, the isolation forest 

algorithm was used for training on 80% of the dataset related to 

the data of the Internet of Medical Things network, and then this 

model was tested and evaluated on the remaining 20%. The 

results show 90.54% accuracy in detecting anomalies in the 

received data, which confirms the effective performance of this 

method in this field. 

Keywords Index Terms— Anomaly, Detection Anomaly, 

Internet of Medical Things, Isolation Forest, Unsupervised 

Learning.  

1. Introduction 

he Internet of Things (IoT) has become one of the most 

prominent and transformative phenomena in the world of 

technology and communication since the beginning of 

2000. This concept has widely been able to create a 

significant improvement in the way of communication and 

interaction between different objects and devices and thus, 

improve efficiency, efficiency, and communication in 

various systems. The IoT, which refers to the 

communication and interaction between various types of 

objects including sensors, home devices, and sophisticated 

gadgets, allows us to collect, send, and receive information 

to facilitate various processes in various societies and 

industries such as improve agriculture, healthcare, and 
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smart homes [1]. 

Currently, one of the fields that has been deeply 

affected by the Internet of Things is the field of medicine 

and health. The Internet of Medical Things (IoMT), which 

specifically relates to the use of sensors, wearable devices, 

smart medical devices, and other advanced technologies, 

has been able to help improve disease monitoring and 

management and improve the quality of healthcare 

services. This technology not only helps in early diagnosis 

of diseases and better management of patients' condition, 

but also generally increases the quality and accuracy of 

health services. 

Also, the rapid growth of IoT devices, which includes 

smart home appliances and various industrial 

technologies, has led to increased communication between 

objects and improved efficiency and flexibility in various 

industries and daily life. Statistics and surveys show that 

the connection of devices to the IoT is increasing 

dramatically [2]. This rapid growth, shown in Table 1, 

shows the importance and necessity of paying attention to 

security and management issues in this area, because with 

the increase in the number of connected devices, there is a 

need for effective solutions to maintain security and data 

quality. 

 
Table 1  Internet Use and World Population [2]. 

 
 2010 2015 2020 

World 

Population 

6.8 billion 7.2 billion 7.6 billion 

Connected 

Devices 

12.5 billion 25 billion 50 billion 

Device for 

Each Person 

1.84 3.47 6.58 

 

T 
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Data available on the internet, especially medical data, 

are of particular importance. Medical data includes 

sensitive and vital information such as disease history, test 

results, and medical center device parameters. Breach of 

security or abnormality in this data can lead to serious 

problems, including unauthorized access to information, 

misuse, malfunction of monitoring systems, and even 

illegal sale of information. These issues can have serious 

consequences for the privacy and security of healthcare 

facilities and potentially affect public trust in health and 

medical systems [3, 4]. Figure 1 shows the IoMT 

architecture. This architecture includes various layers, 

including sensors and IoMT devices layer, network and 

communication layer, and data processing and analysis 

layer, which are connected to each other. This layered 

structure enables the communication and exchange of 

information between different IoMT devices and enables 

the processing and analysis of collected data. 

Hence, the field of IoMT has become a complex and 

fully integrated ecosystem that includes interconnected 

medical devices and systems. This ecosystem is 

specifically designed to enhance the quality of patient care, 

optimize healthcare practices, and ultimately improve 

overall health outcomes [5, 6]. Considering the high 

importance of medical data and the complexities related to 

their security, it is essential to develop and implement 

effective solutions to protect these data and ensure their 

accuracy and security. 

 

 
 

Figure  1.  IoMT Reference Architecture [7]. 

 

Due to the emerging phenomenon of the IoT and its 

combination with new methods, the activities and 

researches conducted in this field are expanding rapidly. 

This innovative combination has not only increased 

researchers' interest in studying and developing the IoT, 

but also led to significant improvements in various 

applications of this technology, especially in medical 

fields. 

Evidence shows that the number of scientific articles 

published in this field is increasing day by day. In 

particular, articles published in prestigious journals such 

as ScienceDirect show a significant growth as shown in 

Figure 2 and Figure 3, and pay a lot of attention to topics 

related to IoT and IoMT. This growth shows that 

researchers are seriously investigating and developing this 

technology, working on its various aspects from improving 

the security and efficiency of systems to expanding new 

applications in clinical and health care. 

The quick adoption of the IoMT, in the healthcare 

industry has transformed how patients are cared for. Has 

also brought about security hurdles to overcome.The 

application of machine learning(ML) for anomaly 

detection shows promise in recognizing and addressing 

these risks.This article gives an outline of existing ML 

methods, for detecting anomalies in IoMT settings. 

Emphasizes how they could bolster the security and 

dependability of networks.Our goal is to help tackle these 

obstacles and aid in the advancement of robust IoMT 

systems. 

 

 
 

Figure  2.  The Number of Articles Published in The Field of 

IoT 

 

 
 

Figure  3.  The Number of Articles Published in The Field of 

IoMT 

 

A.  IoT security challenges 

In the field of IoT, due to its complex nature and 

architecture, this technology has many security challenges, 

each of which can create serious risks for the systems. 

Developers of this technology should avoid these damages 

by using different techniques. One of the most important 

security challenges in this field is the wireless nature of 

IoT networks [8]. This feature exposes the network to the 

risk that it can gain access to sensitive data and 

compromise or alter it. Another important security 

challenge is network topology. Networks can compromise 

the entire system by sending fake data to the network and 
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disrupt its core functionality. This type of operation can 

have serious consequences, especially in sensitive 

environments such as medicine and healthcare, because in 

these systems it can contribute to life-threatening injuries 

and serious problems for patients. In addition, data 

heterogeneity is one of the other main challenges of the 

IoT. Data generated by different sources, which are created 

separately and with different patterns, make the 

management and analysis of this data more complex. This 

diversity in data can cause IoT systems to face more 

challenges in maintaining security and integrity [9, 10]. 

Due to these challenges, the need to develop 

multilayered and comprehensive IoT security in and 

implement these systems to the users to ensure their 

integrity, security, and efficiency against various threats. 

These predictions are especially important in fields such as 

medicine that deals with human lives [11]. 

In this regard, exploiting vulnerabilities in IoT-based 

networks can lead to specific attacks that put these 

networks at risk. For example, the CyberMDX report [12] 

shows that nearly half of IoMT devices are vulnerable to 

anomalies. These vulnerabilities can lead to malicious 

attacks that not only disrupt the performance of systems, 

but can also have serious consequences for the health of 

patients. 

IoMT systems are fundamentally different from other 

systems because they directly affect patients' lives. Serious 

privacy concerns arise if patients' identities and sensitive 

information are exposed. Additionally, the high value of 

healthcare data on the black market adds to these concerns. 

In particular, the average cost of healthcare-related data is 

approximately 50 times higher than credit card 

information, making this information a very valuable 

target for attackers [13]. 

These conditions show that providing security in IoMT 

systems is not only necessary for data protection and 

privacy, but also for protecting patients' lives and 

preventing financial abuses. Therefore, paying special 

attention to the security of these systems and implementing 

advanced solutions to deal with possible threats is an 

inevitable necessity [14]. 

Based on these cases, first the researches and works 

done in this field and similar methods are discussed. Then, 

in the next section, the research methodology, the 

algorithms used, and the available data are examined in 

detail. In the fourth part, the results obtained from the 

analyzes and experiments will be evaluated and analyzed. 

Finally, conclusion will be presented and the achievements 

of this research will be comprehensively discussed. 

2. Literature review 

So far, a lot of research has been done in the field of 

anomaly detection in order to prevent cyber-attacks in this 

field. These researches have developed advanced 

algorithms and models that are able to identify unusual 

behaviors and prevent security threats in IoT systems and 

especially IoMT. 

Zachos et al. [15] propose an efficient and effective 

anomaly-based intrusion detection (AIDS) system for 

IoMT networks. The proposed idea aims to use host-based 

and network-based techniques to reliably collect log files 

from IoMT and gateway devices, as well as traffic from 

the IoMT edge network, while considering the 

computational cost. The proposed idea relies on ML 

techniques to detect anomalies in the collected data and 

thereby detect malicious events in the IoMT network, 

taking into account the computation overhead. Tamara et 

al. [16] addresses this issue by building a Kalman filter and 

Cauchy clustering algorithm for anomaly detection and 

applying them to authenticate nodes in IoMT using the 

Extreme ML classifier. For anomaly detection, a critical 

aspect in various applications including security, 

healthcare, and network monitoring, Alsalman [17] has 

introduced FusionNet, an innovative ensemble model that 

leverages the strengths of multiple ML algorithms, namely 

random forest, K-nearest neighbor (KNN), It combines 

support vector machine (SVM) and multilayer perceptron 

(MLP) for advanced anomaly detection. The FusionNet 

architecture uses a variety of these algorithms to achieve 

high precision and accuracy. And the evaluation results on 

two sets of data show the high accuracy of this architecture 

compared to classical methods. 

Wang et al. [18] addressed that IoMT devices lack 

security authentication mechanisms and trust between 

these devices is highly dependent on centralized third-

party services. To solve this problem, they used blockchain 

technology as a secure interactive environment for IoMT. 

However, security issues are also increasingly raised in the 

IoMT-Blockchain environment. Cyber-attacks targeting 

IoMT-Blockchain not only compromise the security of IoT 

devices, but can also seriously affect the overall security 

of the Internet. Therefore, abnormal traffic detection 

becomes especially important in the IoMT-Blockchain 

environment. In their proposed method, an abnormal 

traffic detection model using deep neural network is 

designed to detect abnormal traffic in the IoMT-

Blockchain environment. Their proposed algorithm uses 

Residual Learning to perform more optimally in 

identifying abnormal traffic. 

On the other hand, Wagan et al. [19] used a variety of 

customized security tools and frameworks to counter 

several common attacks, including botnet-based 

distributed denial-of-service (DDoS) attacks and zero-day 

network attacks. They proposed a new approach called 

Duo-Secure IoMT, which uses data from multimodal 

sensory signals to distinguish between attack patterns and 

routine data from IoMT devices. Their proposed model 

employs a combination of two techniques including C-

Means dynamic fuzzy clustering and a customized version 

of the Bi-LSTM technique. This approach securely 

processes sensory medical data and detects attack patterns 

in the IoMT network. 

In their research, Awotunde and his colleagues [20] 

used a model based on swarm neural networks to detect 

intruders in IoMT data-driven systems. Their proposed 

model is capable of detecting intruders during data 

transmission and can provide efficient and accurate 

analysis of healthcare data at the edge of the network. The 

performance of this system was tested using the NF-ToN-

IoT real-time dataset, which is designed for IoT 

applications and includes telemetry data, operating 

systems and network data. The results of these tests 

showed the high accuracy of the model in identifying 

anomalies in the system. 
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In another research, Kumar et al. [21] proposed an 

approach to combat cloud architecture-based cyber-attacks 

in IoMT networks based on the 2018 Ransomware cyber-

attack on the Indiana hospital system. Their method is a 

combination of three classification algorithms: decision 

tree, naive bayes, and random forest, which is used to 

identify anomalies. In the next step, the results obtained 

from the classifications are processed by the XGBoost 

algorithm to accurately identify normal samples and 

samples under attack. This multilayered combination of 

machine learning techniques helps to improve the 

accuracy and efficiency of anomaly detection in IoMT 

networks. 

Al-Qatf et al. [34] used the KDDTrain dataset and using 

a hybrid approach including deep learning and SVM to 

detect infiltration in the network. Their proposed method 

has provided higher accuracy in intrusion detection 

compared to the classical SVM method. By introducing an 

intelligent intrusion detection system based on automatic 

encoder (AE), Ieracitano et al. [35] have presented a new 

statistical analysis. The salient feature of their proposed 

method is the use of data analysis for more optimal and 

robust feature extraction, which improves the accuracy and 

efficiency of the intrusion detection system. Javid et al. 

[36] have also proposed a deep learning approach for 

developing an intrusion and anomaly detection system. In 

this method, Self-Taught Learning (STL), which is an 

advanced technique in the field of deep learning, is used 

on the NSL-KDD dataset. 

The motivation for writing this article is to address the 

growing concerns that have formed around cyber attacks 

on healthcare networks. Considering the high sensitivity 

of medical data and their vital importance in providing 

services to patients, any security flaw or cyber attack can 

have irreparable consequences for patients and health 

organizations. This issue not only threatens the security 

of information, but can lead to the disclosure of sensitive 

data, interruption of medical services, and even 

endangering the lives of patients. Therefore, investigating 

and identifying anomalies in the traffic data of these 

networks is very important in order to prevent such 

attacks. 

Focusing on these challenges, this article tries to 

identify and analyze anomalies in the traffic data of 

healthcare networks using statistical methods. The 

proposed system in this paper specifically addresses one of 

the important problems in IoMT data security. These data 

are always exposed to security threats due to their high 

importance in controlling and monitoring the condition of 

patients and medical equipment. Threats that, if not 

detected in time, can disrupt the performance of health 

systems and cause irreparable damage. 

For this reason, the proposed system not only identifies 

anomalies in traffic data, but also tries to help improve 

security and reduce risks associated with these threats by 

providing advanced solutions. Using advanced statistical 

techniques, this system is able to identify anomalies that 

may indicate a cyber-attack with acceptable accuracy. This 

identification allows organizations to take the necessary 

steps to prevent potential attacks and maintain the security 

of medical data. Finally, this article, with a detailed review 

and comprehensive analysis, not only solves one of the 

basic problems in IoMT data security, but also helps to 

provide solutions for the overall improvement of security 

in healthcare networks. In this study, isolated forest 

machine learning algorithm was used. This algorithm, 

unlike other machine learning methods, categorizes data 

based on the detection and isolation of abnormal data. This 

feature makes the isolated forest algorithm work faster and 

more accurately than other methods and has better 

efficiency in isolating and identifying anomalies. 

The following topics will be covered in the following 

articles: 

 First, the NSL-KDD dataset is examined.  

 Then, the proposed algorithm of this research will be 

introduced.  

 After that, the results of this research are analyzed. 

 then this method is compared with other existing 

methods.  

 At the end, the conclusion of the article will be 

presented. 

3. Methodology 

In this section, we begin by providing a detailed 

description of the dataset utilized in this research. This 

includes an overview of its structure, the types of data it 

contains, and the relevance of these data points to our 

study. Understanding the dataset is crucial as it forms the 

foundation upon which our analysis and anomaly detection 

efforts are built. Following this, we delve into the 

theoretical framework of the Isolation Forest algorithm. 

This involves a comprehensive examination of its initial 

formulation, including the key mathematical principles 

and assumptions that underpin the model. We will explore 

how the Isolation Forest algorithm identifies anomalies, its 

unique approach to data partitioning, and why it is 

particularly well-suited for detecting outliers in large 

datasets. By first establishing a clear understanding of the 

dataset and then the methodology, this section sets the 

stage for the subsequent analysis and findings presented in 

this research. 

A. NSL-KDD Dataset 

The NSL-KDD dataset is a modified and improved version 

of the KDD Cup 99 dataset, which is used for research 

purposes and the development of intrusion detection 

systems [22]. This dataset has become one of the main 

sources of research in the field of anomaly detection and 

network traffic analysis due to its special features, 

including reducing redundant data repetition and 

improving the quality of samples [23]. So far, many 

researchers have used this data set to conduct extensive 

research in the field of anomaly detection and have tried to 

develop effective intrusion detection systems using 

various techniques and tools. Deep analysis of this data set 

using different machine learning algorithms and advanced 

data mining methods has been done in numerous 

researches and their results have led to a significant 

improvement in identifying security threats and improving 

the efficiency of cyber security systems [24-30]. 

In this research, among the files available in NSL-KDD 

dataset, the KDDTrain+.TXT file has been selected as the 

desired dataset. This file contains the complete set of data 

in CSV format, and in each record there are 41 different 
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attributes that describe different aspects of the data flow. 

These features provide important information about 

network activities and communications. In addition, each 

record has a label that specifies the type of attack or 

designates it as normal data. Table 3 contains the names 

and data types of all 41 features in the NSL-KDD dataset. 

These tags are critical for anomaly detection and 

analysis, as they help distinguish normal data from 

potential attacks. Table 2 in this research shows the 

amount of data in this dataset as well as the distribution of 

data related to each class, which includes normal data and 

different types of attacks. This table helps to better 

understand the composition of data and how they are 

scattered among different classes, and is the basis for 

evaluating the performance of anomaly detection models. 

The data recorded in this dataset are generally divided 

into four main categories [23]: 

 DoS (Denial of Service): This type of attack is 

designed to occupy the victim's system resources by 

sending a large volume of fake requests. This large 

volume of requests makes the system unable to provide 

services to real users and as a result the service is 

disrupted. DoS attacks can be carried out in different 

ways, but the ultimate goal of all of them is to disable 

the target system. 

 Probing: The goal of this attack is to probe and examine 

the victim's system to discover vulnerabilities and 

sensitive information such as open ports, running 

services, and connection duration. By using the 

information obtained from these scans, the attacker can 

make a more detailed plan for his next attacks. This 

type of attack allows the attacker to gain sufficient 

knowledge of the target environment before 

performing more serious attacks. 

 U2R (User to Root): In this type of attack, the attacker 

enters the victim's system through a normal user 

account and then tries to gain higher level privileges 

such as root or administrator privileges by exploiting 

existing vulnerabilities. This type of attack allows the 

attacker to take full control of the system and execute 

commands as an elevated user. 

 R2L (Remote to Local): This type of attack involves 

unauthorized remote access to the victim's system. The 

attacker enters the victim's system by guessing or 

breaking the password, and after gaining access, he 

tries to carry out destructive operations or steal 

information. This attack usually involves logging into 

the system through the network without the need for 

the attacker to be physically present at the victim's 

location. 

 
 

 
Table 2 Details of The Normal and Anomalous Data in the KDDTrain+.TXT Dataset [23]. 

 
Dataset Type Record Normal Class Dos Class Probe Class U2R Class R2L Class 

 

KDDTrain+ 

 

125,973 

67,343 45,927 11,656 52 995 

53.39% 36.65% 9.09% 0.04% 0.79% 

 
 

Table 3  NSL-KDD Dataset Features [26]. 
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Fig 4.  Data Traffic in Bytes from Source to Destination. 

 
B.  Isolation Forest 

ML algorithms are divided into three main categories: 

supervised learning (SL), unsupervised learning (UL), and 

reinforcement learning (RL). Each of these categories have 

different uses and are designed to solve specific problems. 

In SL, the model is trained using data, each of which is 

assigned a specific label or output. These labels indicate 

the correct answer or the correct classification of the data. 

The model learns from this labeled data how to relate 

inputs to the correct outputs and then uses this learning to 

evaluate and test on new data. UL is used where the data 

is not labeled. In this method, algorithms try to divide the 

data into different clusters or categories without having a 

specific output. This clustering is done based on various 

criteria and parameters that algorithms use to identify 

patterns and relationships in the data. Finally, RL is based 

on the trial and error of an agent in the environment. In this 

method, by performing various actions in the environment 

and receiving feedback (reward or punishment) from these 

actions, the agent gradually learns to adopt the best 

policies to achieve its goals. This type of learning is 

especially effective in situations where decisions are made 

in successive stages and long-term results are important 

[30]. 

The algorithm used in this research is called Isolation 

Forest as a branch of UL that is used to detect anomalies 

and patterns that have different characteristics from 

normal examples. Detecting abnormalities in this 

particular instance could mean an attacker could launch an 

attack on medical and healthcare systems that would 

threaten people's health [31]. 

Most ML-based methods for anomaly detection first 

train the model using normal samples. Then, using this 

trained model, they evaluate and test the new data. In this 

process, data that do not conform to normal patterns are 

identified as anomalies. However, using these methods has 

two major problems [32, 33]. 

The first problem is that the anomaly detection may not 

achieve the desired results and the system will face an 

increase in error, so that a small number of anomalies are 

correctly detected. This issue can lead to unfavorable 

performance of the system in identifying security threats. 

The second problem is related to the high computational 

complexity of some of these methods, which makes these 

methods limited to small data and the learning process 

faces serious limitations. This can greatly affect the 

performance of the model, especially when there is a need 

to process a large amount of data. 

In the proposed method, an approach that separates 

anomalies from normal data is used. This method identifies 

each abnormality separately by using the tree structure, the 

limited amount of abnormal data and the large difference 

between their values and normal data. This scheme not 

only reduces the computational complexity, but also 

increases the accuracy of anomaly detection and enables 

the system to detect anomalies more reliably. 

Unlike many algorithms that first model normal 

behavior and then detect anomalies, Isolation Forest 

directly isolates abnormal points, thereby increasing 

detection accuracy and reducing processing time. Its 

special binary structure, called iTree, allows the algorithm 

to detect anomalous data at shallower depths, as abnormal 

points are quickly isolated at lower depths. In addition, this 

method is insensitive to the data scale due to the reliance 

on relative comparisons and does not require 

normalization or rescaling of the data, so changes in the 

data scale will not significantly affect the results. The 

random feature of feature selection in the separation forest 

also provides the possibility of effective identification of 

anomalies in multidimensional data with a high number of 
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features, and there is no need to reduce the dimensions or 

select specific features. In addition, the simple setting of 

the parameters of this algorithm has made it a favorable 

option for fast and extensive applications and has made it 

popular in various fields, especially anomaly detection and 

data security. 

In order to build the iTree, having the data set 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑛}, the algorithm works recursively. This 

process starts by randomly selecting a feature named 𝑞 and 

a threshold value 𝑝. These random selections are used to 

segment the data. Segmentation is done by dividing the 

data into two parts: those in which the feature value 𝑞 is 

less than or equal to 𝑝, and those in which the value 𝑞 is 

greater than 𝑝 is This segmentation process continues 

recursively until one of the stopping conditions is met: 

The node contains only one point: in other words, the 

data set has shrunk so much that only one data remains. 

All node data have the same values: in the sense that no 

further partitioning is possible because all data is the same. 

When the iTree is fully grown, each point of the data 

set 𝑋 is placed in one of the external nodes (leaves). The 

length of the path traveled by each point in the tree to reach 

a leaf is determined as a criterion. 

According to this algorithm, the points with shorter path 

length in the tree are identified as unusual and anomalous 

points. This is because anomalous data tends to be 

separated in the early stages of segmentation and, 

therefore, takes a shorter path to reach the leaf. On the 

other hand, normal data is more likely to travel longer 

paths because it is grouped with more similar data. The 

path length of a point in the tree is denoted by ℎ(𝑥𝑖). This 

value is the number of sides that the point 𝑥𝑖 travels from 

the root node to reach the leaf node. In other words, ℎ(𝑥𝑖) 

indicates the depth of the node where the point 𝑥𝑖 is 

located. 

 
 

Figure  5.  Isolation Forest Structure. 

 
Abnormality detection generally consists of two main 

steps. In the first step, the training data set is used to build 

iTree trees. In this step, trees are created based on random 

feature partitions and threshold values to form a suitable 

tree structure for the data. In the second step, the test data 

is entered into the iTree trees, and each data sample 

passing through the trees is assigned an abnormality score. 

This abnormality score is calculated based on the length of 

the path that each sample takes in the tree. 
To diagnose abnormality, calculating the abnormality score is 

a critical step. In methods that use a tree structure such as iTree, 

this score is calculated based on the length of the path that each 

data sample takes in the tree. Since the iTree has the same 

structure as the binary search tree (BST), the estimation of the 

average path length ℎ(𝑥) for external nodes is done in the same 

way as in the failed search in BST. In this analysis, the average 

iTree path length to terminate at external nodes is estimated using 

binary search tree features. This analysis, based on BST features, 

helps researchers estimate the average iTree path length and 

assign an anomaly score to each data sample based on that. 

 

𝑐(𝑛) = 2𝐻(𝑛 − 1) −
2(𝑛 − 1)

𝑛
 

(1) 

 
Concepts such as harmonic number 𝐻(𝑖) and average 

path length 𝑐(𝑛) are used in calculating the abnormality 

score. The harmonic number 𝐻(𝑖) is one of the important 

tools in these calculations and is defined as follows: 

 
𝐻(𝑖) = ln(𝑖) + 𝛾 (2) 

 

𝛾 is equivalent to Euler-Mascheroni constant. 

Equations 1 and 2 can be used for normalization and 

estimate the abnormality score for a given sample. 

 

𝑠(𝑥, 𝑛) = 2
−

𝐸(ℎ(𝑥))
𝑐(𝑛)  

(3) 

 

Here 𝐸(ℎ(𝑥)) represents the average path length ℎ(𝑥) 

in a set of iTree trees.. In equation (3): 

 If the value of 𝑠 is close to 1, it can be concluded that 

𝑥 is an anomalous point with high probability. This 

means that the point 𝑥 behaves differently and 

unusually from other data points and is identified as an 

anomaly. 

 On the other hand, the proximity of the value 𝑠 to 0.5 

indicates the norm or normality of the point. In this 

case, the point 𝑥 has the same characteristics as other 

points in the dataset and is likely not anomalous. 

 If for all values of a random sample, the score or value 

𝑠 is close to 0.5, it can be concluded that all points in 

the data set behave normally and there is probably no 

anomaly in the data set. This result shows that the data 

follows a stable pattern and no significant deviation 

from this pattern is observed. 

4. Results 
Before starting the clustering operation on the data, we 

perform two pre-processing steps so that the data is fully 

prepared for the clustering process. These pre-processing 

steps play a key role in the efficiency of the clustering 

algorithm, because clean and standardized data can lead to 

better and more meaningful results. In the first step, the 

protocol_type, service and flag batch features, which are 

part of the batch features, are converted into numbers. 

Also, if there are text values in each column, they are 

converted into numbers. 

Data standardization is critical in algorithms that are 

sensitive to the distance or scale of features, such as 

distance-based algorithms. This process ensures that all 

features are considered equally in the analysis and 

predictions and that each feature has an equal impact on 

the final result. Standardization is calculated using the 

following equation: 
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𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋 − 𝜇

𝜎
 

(4) 

 

where 𝑋 is the original value of the feature. 𝜇 is the 

mean of that feature in the data. 𝜎 is the standard deviation 

of that feature. Using this relationship, all features are 

converted to a common scale (mean zero and standard 

deviation one), which improves the performance of scale-

sensitive algorithms. 

Also, in this process, 80% of the data is considered as 

training data, while the remaining 20% is used as testing 

data. The training data is used to train the model, while the 

test data is used to evaluate the performance of the model. 

This segmentation helps us to test the model on new data 

that has not been trained in the process and evaluate its 

accuracy and efficiency in real conditions. 

Also, the following relationship is used to calculate the 

accuracy of the model: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) = (
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
) × 100 

(5) 

 

where TP is the number of positive samples that are 

correctly predicted as positive. TN is the number of 

negative samples correctly predicted as negative. FP is the 

number of negative samples that are falsely predicted as 

positive. FN is the number of positive samples that are 

falsely predicted as negative. 

To evaluate this method, in addition to the main 

criterion, three other criteria have also been used: 

Precision measures the ratio of the number of correct 

positive predictions to the total number of positive 

predictions (both true and false). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
) 

(6) 

 

Recall calculates the ratio of the number of correct 

positive predictions to the total number of true positive 

samples and indicates the rate of correct identification of 

true positive samples. 

𝑅𝑒𝑐𝑎𝑙𝑙 = (
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
) 

(7) 

 

F1-Score is the harmonic mean of Precision and Recall 

and is generally used to evaluate models that require a 

balance between Precision and Recall. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
) 

(8) 

 

Table 4 depicts the performance of the model in terms 

of data learning and clustering. This table examines and 

evaluates the model based on four key parameters and also 

pays attention to the analysis of the relationships between 

these parameters. In this evaluation, all the different 

aspects of the model's performance have been carefully 

examined in order to achieve a more comprehensive 

understanding of the model's efficiency in identifying and 

classifying data. 

 

 

Table IV Model Performance Results. 

 
 Accuracy Precision Recall F1-

Score 

Performance 90.54% 94.53% 88.51% 91.2% 

 

Also, the table below shows the correct and incorrect 

predictions of the samples in the evaluation process. 

 
Table V Model Predictions in the Evaluation Process. 

 

 TP FP TN FN 

Test 

Data 

11,097 1,614 11,714 770 

 

In this research, we evaluated our proposed method 

using four key criteria and compared its results with the 

methods presented in various articles that worked on the 

same dataset. This comparison includes the accuracy of the 

criteria tested on this data set. The results of these 

evaluations show the significant and improved 

performance of our proposed method compared to other 

existing methods. In other words, our proposed model has 

been able to properly provide predictions in terms of 

accuracy and quality compared to previous methods, and 

this issue is well evident in the comparisons and analyzes 

performed. 

 
Table VI  Performance Comparison with Other Approaches. 

 

 Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

[34] 84.96 96.23 76.57 85.28 

[35] 84.21 87 80.37 81.98 

[36] 88.39 85.44 95.95 90.4 

Suggested 

Method 

90.54 94.53 88.51 91.2 

 

5. Conclusion 

In this article, considering the increasing importance of 

data in the context of IoMT, we investigated the anomalies 

and security threats in the traffic of this field. For this 

purpose, we used the NSL-KDD dataset to identify and 

analyze intrusions, attack risks, and the probability of 

failure of healthcare systems. Our proposed method 

consists of several main steps. First, pre-processing and 

normalization of the data is done in order to prepare them 

to enter the model. In this step, the raw data is converted 

to the appropriate format and scale so that the model is able 

to accurately analyze them. After this step, we used the 

cluster method called isolated forest for clustering. This 

method is used to identify anomalies and unusual data and 

is especially useful in identifying unusual patterns that 

may be related to security attacks. In this approach, 

anomalous data are presented to the model as training 

samples, and the model performs the clustering process 

based on these samples. The isolated forest model has a 

high ability to identify abnormal points among the data and 

is especially useful in complex and noisy environments 

such as medical network traffic. Our experimental results 

and its comparison with existing methods and previous 

studies conducted by other researchers show significant 
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accuracy in predicting and correct clustering of samples. 

These results clearly indicate the model's ability to identify 

abnormal network traffic patterns that deviate from the 

normal state, thus contributing to a more accurate analysis 

of security threats. However, it should be noted that the 

characteristics of intrusion samples may appear differently 

in different datasets. Therefore, to achieve optimal results, 

we need detailed investigations and the use of different 

tools to work with different data. In addition, the 

effectiveness of this method should be tested and evaluated 

in real conditions and in medical environments, including 

hospitals and medical centers. These tests and evaluations 

will help to prove the actual application and basic 

functionality of the model in these environments and 

confirm its capabilities to improve the security and 

efficiency of healthcare systems. 
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