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Abstract: Coronavirus 2019 (COVID-19), as a common 
infectious disease, is spreading rapidly and uncontrollably 
worldwide. Therefore, early detection of mortality 
considering the symptoms that appear in patients with 
Coronavirus is important. The main aim of this study is 
investigating the effect of data preprocessing methods on the 
efficiency of data mining approaches. In this study, we 
propose a hybrid method based on the Covid-19 dataset to 
predict the mortality of 1255 patients with coronavirus that 
has three main steps. In the first step, preprocessing methods 
such as imputing missing values, data balancing, 
normalization, and filter-based feature selection are used on 
raw data. Then the classification algorithms are applied to 
the data and finally, the evaluation is done. The results of the 
proposed method show its effectiveness in predicting 
mortality from coronavirus disease. Therefore, doctors and 
treatment staff can use this model to early diagnose of factors 
affecting the mortality of patients and with timely treatment, 
the mortality rate due to Covid-19 is reduced. 
Keywords: COVID-19, Artificial Intelligence, Data Mining, 
Feature Selection, Mortality Detection, Preprocessing, 
KNIME Tool 
 

1. Introduction 
CORONAVIRUS (COVID-19) is an infectious disease 
caused by the SARS-CoV-2 virus. The virus was first 
reported by the World Health Organization (WHO) in a 
Chinese city in late 2019, it was named the 2019 coronavirus 
or COVID-19. Although accurate and comprehensive 
information is not available due to the novelty of this virus, 
so far the disease has shown itself in the form of respiratory 
symptoms [1, 2]. Anyone can get Covid-19 disease and 
become seriously ill or die at any age. This disease is a new 
phenomenon and at the moment it is not possible to give a 
definite opinion about the fatality of this disease. But 
statistics show that the death ration is around 2%, but 
according to the WHO, this number can change [3, 4].  

Today, due to the spread of knowledge and more complex 
decision-making processes, the use of information systems, 
especially AI systems in decision-making is more important. 
AI is one of the broadest branches of computer science 
related to the construction of intelligent machines [5]. In the 
field of health, AI uses sophisticated algorithms and software 
to analyze complex medical data. The main purpose of 
artificial intelligence programs in the field of health and 
medicine is analyzing techniques to prevent and treat disease 
[6]. AI is used for a variety of therapeutic and research 
purposes, such as diagnosis, management of chronic 
diseases, and medical and pharmaceutical services. With the 
spread of the coronavirus, AI is widely used in the diagnosis 
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and treatment of this disease, and researchers have been able 
to help medical science by using various techniques, 
including data mining. Clinical Decision Support Systems 
(CDSS) are introduced as computer programs that use ML 
algorithms, and AI, to help physicians make accurate and 
appropriate decisions [7-9]. Therefore, our goal is to develop 
and evaluate a new CDSS based on techniques to predict the 
mortality of patients with COVID-19 disease based on the 
decision tree, Random forest, MLP, KNN, SVM, and Fuzzy 
rules algorithms. 

Using the collected raw data cannot provide acceptable 
and reliable results. Therefore, they need to be preprocessed 
before using. We propose a hybrid method based on the 
Covid-19 dataset to predict the mortality of patients. The 
proposed model has three steps. At first, we correct 
incomplete information by using missing value estimation 
techniques. We use the KNN Imputer to fill missing values. 
This method preserves the value and diversity of the dataset 
while being more accurate and efficient than using other 
methods. Then we normalize the data so that everyone is in 
the bound of 0 to 1. Also, since the data we are examining 
are unbalanced, the SMOTE technique is applied for 
balancing the distribution of data classes. SMOTE has the 
advantage of not creating duplicate data points, but rather 
synthetic data points that differ slightly from the original data 
points. Next, a filter-based feature selection method called 
“relief method” is used to select the best features that have 
the greatest impact on the performance of classification 
algorithms. After data preprocessing, data mining algorithms 
are applied and evaluated according to different criteria. 
Then, using statistical methods, the data mining algorithms 
are ranked and the best algorithm is selected. 

The rest of the article is organized as follows. Some of the 
researches in this field are presented in Section 2. In Section 
3, the proposed prediction model is covered. The evaluation 
and experimental results are provided in Section 4, along 
with a comparative analysis of the classification algorithms. 
Conclusions and future works will be presented in the last 
section of this paper. 
 

2. Related works 
Many methods have been recently proposed for COVID-19 
diagnosis using data mining tools and machine learning 
algorithms to automate and help with the diagnosis and 
treatment of this disease. Some studies and diagnostic 
methods regarding COVID-19 are briefly described here.  

To analyze and predict the growth of COVID-19 infection 
worldwide, the authors presented an improved mathematical 
model in [10]. This model is based on machine learning used 
to predict the spread of disease and is based on a cloud 
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computing platform. The results of the study show that the 
use of the Weibull model based on repetitive weighting can 
make more accurate statistical predictions and the weaker the 
fit model, the non-optimal decision and the health status will 
be poor. In [11], the authors used the SVM algorithm for 
predicting severe conditions of COVID-19. In their proposed 
prediction model, they searched and discovered the features 
that had the greatest impact on the diagnosis of mild or 
severe disease. The model for predicting severe disease 
conditions presented by the authors had an almost optimal 
accuracy. [12] analyzed three different classification 
algorithms such as Random Forest (RF), logistic regression 
(LR) to predict the severity of the disease in patients with 
coronavirus disease at King Fahad Hospital. They used the 
SMOTE method for balancing the data in the preprocessing 
phase. The models are implemented in Python language. For 
partitioning the data, a 10-fold cross-validation technique is 
used. Experiments are performed on the original dataset and 
the SMOTE-transformed dataset. The results of their 
experiments showed that the efficiency of the RF algorithm 
is better than other classification algorithms. [13] presented 
a model to predict the recovery from Covid-19. They applied 
data mining models such as decision trees, SVM, LR, and 
KNN to the data of patients with Covid-19 in South Korea. 
Data mining algorithms are applied directly to the dataset 
using python programming language to develop the models. 
This model is for predicting the minimum and the maximum 
number of days for recovery of COVID-19 patients and those 
at high risk for the recovery of COVID-19. The results of 
their research showed that the decision tree algorithm is more 
effective in predicting the possibility of recovery of infected 
patients.  

An Efficient Deep Learning Technique for the screening 
of COVID-19 can be seen in [15]. The authors propose a 
vote-based design and cross-data set analysis. This approach 
is evaluated on two of the largest COVID-19 CT analysis 
datasets with patient-based division. A cross-data set review 
is also introduced to evaluate the robustness of the models in 
a more realistic scenario in which the data come from 
different distributions. The model is implemented in Python 
language. The results show that the methods that aim at 
COVID-19 detection in CT images have to be improved 
significantly to be considered as a clinical option. 

 Nikooghadam et al. [16] used a hybrid approach to predict 
and diagnose the coronavirus. The authors presented their 
proposed method in two steps. In the first step, they used the 
relief feature selection method to preprocess the data and 
select the effective features in the decision-making. Next, 
they used the ensemble-based classifier, in which the base 
classifier algorithms are combined to make the diagnosis 
with more accuracy. Basic classifiers include decision trees, 
KNN, combined with a random forest algorithm in the 
stacking section. To execute the proposed model, data 
mining tools including Rapid Miner and Python are used. 
The results proved that the combination of these algorithms 
can have a good effect on classification performance. In [17], 
it was tried to predict the mortality of COVID-19 disease in 
patients. In this study, they first identified the factors 
contributing to patient mortality. For this purpose, they 
reviewed various studies, and based on known factors, a 

variety of classification algorithms such as SVM, random 
forest, J48, MLP, and KNN were applied to predict the 
mortality of COVID-19 disease. They used Weka v3.9.2 
software to analyze the data, identify the importance of each 
factor, and implement prediction models. According to the 
results, the random forest algorithm is superior to other 
algorithms. In all research studied in this article, methods 
based on AI and data mining algorithms have been used to 
diagnose COVID-19 disease and predict its mortality, but 
what matters is the preprocessing and management of raw 
data. This study comprehensively examines data 
preprocessing methods and before applying data mining 
algorithms to the data, preprocessing methods were used. 
This step increases the efficiency of classification 
algorithms. 

 

3. The proposed prediction model 
The proposed model is a machine learning model that 
predicts mortality from COVID-19 in three main stages. 
Initially, raw data sets are collected for all those who are 
referred for the PCR-COVID-19 diagnostic test. Then, from 
the collected data, positive and negative diagnostic tests are 
separated. To predict mortality, only data that are in the 
positive diagnostic test category are needed. In the 
following, the raw data collected from the medical records 
of patients with COVID-19 disease are preprocessed. To 
reduce the dimensions of data and eliminate redundant 
features that increase the computational load and reduce the 
performance of classification algorithms, the feature 
selection method was used. The feature selection method 
used in this paper is based on the filter method and the reason 
for choosing this method is that filter-based feature selection 
methods are not exposed to "overfitting" and impose less 
computational load on the system. 

After preparing the data, in the second stage, some 
machine learning methods are developed and used in a 
prospective study to predict the mortality of patients. Finally, 
different models for external validation are evaluated and 
ranked based on statistical methods and the best model is 
selected. Each step is explained as follows. Figure 1 briefly 
describes the methodology. 
 

3.1. Dataset 
The dataset in this study is collected from the database of 
Imam Khomeini Hospital in Ilam. These data are related to 
those who are referred to the hospital for the PCR-COVID-
19 test from February 7, 2020, to December 20, 2021. Out of 
a total of 6854 suspected cases of covid-19, 1853 positive 
cases of covid-19, 2472 negative cases, and 2529 uncertain 
cases are identified. Among the 1853 positive samples, 
unknown cases, discharge or death from the emergency 
room, missing data > 70%, noise, and abnormal values 
outside the defined time period were removed from the 
dataset, and 1225 cases were registered in the database. This 
dataset contains 54 features that include clinical features (14 
features), history of personal diseases (7 features), patient’s 
demographic (5 features), laboratory results (26 features), 
remedies (one feature), and an output variable (0: Life and 1: 
Death). Table 1 presents a list of features of Covid-19 
dataset.
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Figure 1. Overall methodology for COVID-19 mortality prediction 

 
Table 1. List of features of Covid-19 dataset 

 

No Feature name 
Variable 

type 
No Feature name 

Variable 

type 

1 Length of hospitalization Polynomial 28 alcohol addiction Binominal 

2 Age Polynomial 29 Creatinine Polynomial 

3 Height Polynomial 30 Red-cell count Polynomial 

4 Weight Polynomial 31 White-cell count Polynomial 

5 Blood Type Polynomial 32 Hematocrit Polynomial 

6 Gender Binominal 33 Hemoglobin Polynomial 

7 Cough Binominal 34 Platelet count Polynomial 

8 Contusion Binominal 35 Absolute lymphocyte Polynomial 

9 Nausea Binominal 36 Absolute neutrophil Polynomial 

10 Vomit Binominal 37 Calcium Polynomial 

11 Headache Binominal 38 Phosphorus Polynomial 

12 Gastrointestinal symptoms Binominal 39 Magnesium Polynomial 

13 Muscular pain Binominal 40 Sodium Polynomial 

14 Chill Binominal 41 Potassium Polynomial 

15 Hypersensitive troponin Binominal 42 Blood ureanitrogen Polynomial 

16 Fever Binominal 43 Total bilirubin Polynomial 

17 Oxygen therapy Polynomial 44 Aspartate ami1transferase Polynomial 

18 Dyspnea Binominal 45 ICU Binominal 

19 Loss of taste Binominal 46 Albumin Polynomial 

20 Loss of smell Binominal 47 Glucose Polynomial 

21 Runny 1ise Binominal 48 Lactate dehydrogenase Polynomial 

22 Sore throat Binominal 49 Activated partial Binominal 

23 Other underline disease Binominal 50 Prothrombin time Polynomial 

24 Cardiac disease Binominal 51 Alkaline phosphatase Polynomial 

25 Hypertension Binominal 52 C-reactive protein Polynomial 

26 Diabetes Binominal 53 Erythrocyte sedimentation Polynomial 

27 Smoking Binominal 54 Death Binominal 

 

3.2. Data pre-processing 

The COVID-19 raw dataset contains some errors that can 

negatively affect the effectiveness of data mining models. 

Hence, to obtain the best results, we remove duplicate values 

from all attributes and convert raw data into numerical 

features. Then, we conduct some well-defined preprocessing 

methods to achieve the best models.  

Imputing Missing Values: When working with a dataset, 

we may encounter observations in which one or more 

variables or attributes have no value. This problem often 
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occurs if not enough care is taken when collecting data. In 

such cases, we say that the observations have a "missing 

value" or the dataset suffers from the obstacle of missing 

data. To impute missing values, there are many methods such 

as replacing the mode, mean or mean of a group [18, 19].  

In the dataset used in this study, there are missing values 

that need to be managed. If we want to remove all the 

observations that have missing values from the dataset, we 

may face a lack of information. To address the obstacle of 

missing values, we delete the observations in which the 

number of missing values is high. Therefore, considering 

that the total number of data columns (features) is 54, we 

remove the observations in which more than 70% of the 

features are without value and replace the remaining missing 

values with the mean value of 5 nearest neighbors measured 

by Euclidean distance (KNN Imputer) of the non-missing 

values in the column. The idea in KNN Imputer method is to 

identify "k" similar samples in the dataset. Then we use these 

"k" samples to estimate the amount of missing data points. 

The missing values in each sample are estimated using the 

mean value of k of the nearest neighbors measured by 

Euclidean distance in the dataset. In this paper, we set the 

value of "k" to be 5. 

There are different methods to handle missing data. These 

methods can waste valuable data or reduce the diversity of 

the dataset. In contrast, the KNN Imputer preserves the value 

and diversity of the dataset while being more accurate and 

efficient than using other methods. 

Data Balancing: Unbalanced data class distribution 

occurs when the number of samples related to one class is 

significantly less than the number of samples belonging to 

another class. This will reduce the efficiency of machine 

learning algorithms [20]. Hence, various techniques have 

been introduced to deal with the problem of unbalanced data 

such as under-sampling, over-sampling, and Synthetic 

Minority Oversampling Technique (SMOTE) [21, 22]. We 

used different methods to balance the data and got the best 

result from the SMOTE method. 

SMOTE is an algorithm that performs data augmentation 

by creating artificial data points based on original data 

points. SMOTE selects a random sample from minority 

class and determine k nearest neighbors for this sample. 

Then a vector between the current sample and a chosen 

neighbor is determined. The synthetic instances are 

generated by multiplying this vector with a random number 

between 0 and 1. The advantage of SMOTE is that 

duplicates are not generated and the data points generated are 

slightly different from the original data points. Therefore, in 

this study, to balance the "death" class of patients with 

COVID-19, we applied the SMOTE method. Before 

balancing the data, the death class contained only 176 

records (13%), while after balancing the data, the death class 

contained 748 records. 

Normalization: Data normalization is one of the main 

phases of data mining. When data have different scales, they 

have an adverse effect on each other and the algorithm at 

different change intervals. So the data should be in an equal 

range with each other. Each of the data recorded in the 

database will change between 0 and 1 [23]. This allows the 

data to be shorter in the domain and the model to be better 

trained. There are several techniques for normalization. In 

this study, Min-Max Normalization technique is used to 

normalize the data as follows [24]. 

 

𝑥 =
𝑥−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                                                                (1) 

 

In this formula, Xmin and Xmax are equal to the minimum 

and maximum values of the data in the database, 

respectively. 

Relief Feature Selection: The relief method is a filter-

based feature selection algorithm that uses a statistical 

solution to select features [14]. In this method, at each step, 

a sample is randomly selected from the samples in the data 

set. Then, for each of the features of this sample, it finds the 

nearest Hit and the nearest Miss according to the Euclidean 

criterion. The nearest Hit is the sample that has the smallest 

Euclidean distance among other samples with the same class 

as the selected sample. The nearest Miss is the sample with 

the smallest Euclidean distance among samples from the 

opposite class to the selected sample. 

 

Wi = Wi − (xi − nearHiti)
2 +  (xi − nearMissi)

2           (2) 

 

As shown in Equation 2, if the difference between a 

feature in the selected sample and the same feature in the 

sample of the same class is greater than the difference 

between the same feature in the selected sample and the same 

feature in the sample of the same class, weight (degree of 

importance) of this feature is reduced and vice versa. 

By weighting the features, those that have a greater impact 

on the classification accuracy are identified. In order to select 

the most suitable features, we rank them according to their 

weight value. In this study, according to the various 

experiments, we selected 20 of the best features that had a 

higher rating and applied them to different data mining 

algorithms to predict the mortality of Covid-19 patients and 

evaluated the performance criteria of the algorithms.  

 

4. Data mining models 

In this subsection, some of the AI algorithms used to develop 

the CDSS system in this study are introduced. Each of the 

data mining algorithms introduced in this section is 

implemented in the original and balanced dataset and their 

evaluation results are compared. All methods are 

implemented in the KNIME Analytics Platform. 

 

4.1. Decision tree 

In data mining, the decision tree is a predictive model that is 

used for both regression and classification models [25]. In 

the decision tree structure, the prediction obtained from the 

tree is explained as a sequence of rules. The decision tree 

algorithm classifies the samples so that the classes are 

actually at the end of the leaf nodes. Each path from the root 

to a decision tree leaf expresses a rule, and finally, the leaf is 

labeled with the class in which the most records belong. The 

decision tree is used in problems that can be posed in such a 

way that they provide a single answer in the form of a group 

or class name [26]. In this study, two types of decision trees 

C4.5 [27] and Random forest [28] are used for the 

implementation of a decision tree on data from Covid-19 

patients. Figure 2 shows the snapshot from the KNIME 

workflow of C4.5.
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Figure 2. KNIME workflow of C4.5

4.2. Support Vector Machine (SVM) 

SVM is mostly used in classification problems. The basis of 

the SVM classifier is the linear classification of data. In the 

SVM algorithm, each data sample is drawn as a point in the 

n-dimensional space on the scatter diagram of the data (n is 

the number of features of a data sample) and the value of 

each feature related to the data determines one of the 

components of the coordinates of the point on the diagram. 

Then, by drawing a straight line, it categorizes different and 

distinct data. In the linear division of data, the line is selected 

that has a more reliable margin [29]. 

 

4.3. Logistic regression 

Logistic regression is a statistical regression model for two-

way dependent variables. Being two-way means that a 

random event occurs in two possible situations like death or 

life, which are variables with two positions. Logistic 

regression can be seen as a special case of the general linear 

model and linear regression. Logistic regression model is 

based on completely different hypotheses from linear 

regression about the relationship between variables. These 

variables can be dependent or independent. We use logistic 

regression when we want to measure the relationship 

between an independent variable with continuous values and 

a dependent variable with qualitative values [30]. 

 

4.4. K-Nearest Neighbor (KNN) 

This algorithm classifies a test sample based on k 

neighboring neighbors. Train samples are presented as 

vectors in multidimensional feature space. The space is 

partitioned into areas with train samples. A point in space 

belongs to the class in which most of the training points 

belong to that class within the closest instance to k [31]. This 

study uses the Euclidean distance to find the nearest 

neighbors. The test sample is presented as a vector in the 

feature space and the Euclidean distance of the test vector 

with the total training vectors is calculated and the closest 

training sample to k is selected.  
 

4.5. Multi-Layer Perceptron (MLP) 

MLP is a feed-forward neural network that consists of three 

main layers: input layer, hidden layer, and output layer. Each 

layer contains a group of nerve cells that are connected in a 

directional graph to all the neurons in other layers. The MLP 

network establishes a non-linear connection between the 

input and output vectors using an activator function. In the 

training phase, training information is given to the 

perceptron, then the network weights are adjusted to 

minimize errors between the output and the target [32]. 

 

4.6. Fuzzy rules 

This algorithm receives numerical data as input and 

generates fuzzy rules based on the fuzzy intervals generated 

in the higher dimensional space [33]. Fuzzy intervals are 

defined by trapezoidal fuzzy membership functions for each 

dimension. To generate fuzzy rules, the input numeric 

columns are used as the first section of the rules and the last 

column, which is the target data in the classification, is 

introduced as the output of the rules. This column contains 

class information and can contain degrees between 0 and 1 

[34]. The model output port contains the fuzzy rule model, 

which can be used for prediction in the Fuzzy Rule Predictor 

node. The number of fuzzy rules generated in this study is 

209. 

 

5. Evaluation and results 

To evaluate different ML algorithms for predicting the 

mortality of patients, several performance metrics such as the 

ROC Curve as well as the accuracy, precision, sensitivity, 

specificity, and F-measure are used [35]. Table 2 shows the 

calculations of measures. Furthermore, the 10-fold cross-

validation method is used to measure the efficiency of 

algorithms. 

 
Table 2. Definition of performance metrics 

 

Performance Metrics Definitions 

Precision TP/ (TP + FP) 

Specificity / true negative 

rate (TNR) 
TN/ (TN + FP) 

Sensitivity/ true positive 

rate (TPR) or Recall 
TP/ (TP + FN) 

Accuracy (TP + TN)/ (TP + TN + FP + FN) 

F-measure 
(2 ×Precision ×Recall)/ 

(Precision + Recall) 
 

* True Positive (TP), True Negative (TN), False Positive (FP), 
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False Negative (FN) 

 

5.1. Predictive models for COVID-19 

This subsection evaluates the performance of ML algorithms 

in predicting early mortality from COVID-19 disease. These 

algorithms include the decision tree, Random forest, SVM, 

MLP, KNN, and Fuzzy rules. The most important measure 

for determining the efficiency of a classification algorithm is 

classification accuracy. But in real problems, the 

classification accuracy measure is not a good measure for 

evaluating the efficiency of classification algorithms, 

because, concerning classification accuracy, the values of 

records of different categories are considered the same. 

Therefore, in problems dealing with unbalanced categories, 

other measures are used. 

Table 3 presents the test results based on performance 

measures, accuracy, precision, sensitivity (recall), 

specificity, and F-measure without the use of data 

preprocessing techniques. The data used to evaluate 

performance is not normalized and also a large amount of 

data information have been removed from the dataset due to 

missing values. The important point is that the data is labeled 

unbalanced, and the number of data labeled "death" is much 

less than the number of data labeled "life".  

According to the results presented in Table 3, the decision 

tree (C4.5) algorithm performs better than other algorithms 

in terms of precision and F-measure criteria with values of 

56.4% and 54.7%, respectively. The MLP algorithm has a 

higher recall rate than other algorithms with a value of 

56.6%. Considering the specificity criterion, the logistic 

regression algorithm is superior to other algorithms. This 

algorithm achieved 93.6% specificity of the dataset shown in 

Table 3. In addition, the fuzzy rule base algorithm has the 

highest classification accuracy of 86.7% compared to other 

ML algorithms. 

Figure 3 shows the performance results of the models. As 

can be seen, examining this chart cannot accurately show 

which algorithm is more efficient than the others. Since ML 

algorithms are compared based on five different criteria, it is 

not possible to choose the best algorithm with the highest 

performance. In this paper, we used Friedman's statistical 

test to compare the performance of ML algorithms based on 

different evaluation factors. This statistical test ranks the 

algorithms with a significance level of 0.05. Figure 4 shows 

the comparison results of Friedman test. The value of 𝑃 - 

𝑣𝑎𝑙𝑢𝑒 <0.05 indicates that there is a significant difference in 

performance between the algorithms. 

 

 

Table 3. Performance evaluation results without preprocessing 

 

Model Precision Recall Specificity F-score Accuracy 

Decision tree (C4.5) 0.564 0.534 0.902 0.547 0.861 

Random forest 0.430 0.386 0.926 0.407 0.823 

SVM 0.287 0.412 0.375 0.336 0.457 

Logistic regression 0.323 0.355 0.936 0.341 0.849 

MLP 0.511 0.566 0.893 0.535 0.856 

KNN 0.462 0.485 0.912 0.471 0.826 

Fuzzy Rules 0.342 0.462 0.924 0.395 0.867 

  

 
 

Figure 3. Comparison of performance measure of ML algorithms (without preprocessing) 
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According to Figure 4, the decision tree (C4.5) algorithm 

with a rank 7.6 generally performs better than other 

algorithms. According to the results shown in Table 3 and 

Figure 4, when preprocessing is not performed on data 

related to patients with Covid-19, mortality is predicted with 

low quality, and the results obtained cannot be effective and 

reliable in the decision and treatment processes. 

Table 4 shows the results of comparing the performance 

of ML algorithms after the preprocessing stage of raw data 

obtained from patients with Covid-19 disease. The numerical 

results show that the performance of ML algorithms has 

improved significantly. All algorithms are applied to 

preprocess datasets and, by considering all measures, they 

have better results than before. Table 4 shows that the KNN 

algorithm works better than other ML algorithms with 94.2% 

and 92.2% in terms of precision and F-measure, respectively. 

Moreover, this algorithm has a higher classification accuracy 

of 97.1% than others. The Random forest algorithm is the 

best in terms of specificity criteria. The value of specificity 

for this algorithm is 98.6%. The recall criterion in the Fuzzy 

Rules base algorithm is 91.6%, which has the highest value 

compared to other algorithms.  

Figure 5 shows a bar chart of comparing ML algorithms 

in terms of accuracy, precision, sensitivity (recall), 

specificity, and F-measure. By looking at this diagram, it is 

not possible to determine which algorithm generally 

performs better than other algorithms. Figure 6 shows the 

mean rank of ML algorithms based on the Friedman test.  

As shown in Figure 6, the KNN algorithm has the highest 

performance. This algorithm ranks first with a rank of 1.4. 

Then the Random forest algorithm has the best performance. 

The SVM algorithm with the rank of 6.6 is the weakest 

algorithm investigated in this study.  

Figure 7 compares the performance metrics of the KNN 

algorithm before and after pre-processing. As we can see, the 

efficiency of KNN algorithm is significantly improved after 

data preprocessing. In this algorithm, the precision criterion 

has increased from 0.462 to 0.942. Moreover, the recall 

criterion has improved and has increased about 0.42. 

Appropriate pre-processing on the Covid-19 dataset has also 

had a good impact on the specificity and accuracy criteria 

and has improved the efficiency of the KNN algorithm by 

0.07 and 0.15, respectively. 

In addition to the performance evaluation criteria 

presented in Table I, the ROC curve is plotted for each of the 

ML algorithms used in this study. Figure 8 shows the ROC 

curves. In the ROC curve, the best classification 

performance will occur at the point with coordinates (0, 1), 

where we have the lowest error rate and the highest 

sensitivity rate. This point represents the perfect 

classification. As shown in Figure 8, the ROC curve is the 

best for the KNN algorithm because the curve is close to 1.

 

 
 

Figure 4. The mean rank of ML algorithms based on the Friedman test (without preprocessing) 

 
Table 4. Performance evaluation results with preprocessing 

 

Model Precision Recall Specificity F-score Accuracy 

Decision tree (C4.5) 0.941 0.791 0.961 0.863 0.858 

Random forest 0.895 0.881 0.986 0.903 0.888 

SVM 0.743 0.792 0.921 0.767 0.821 

Logistic regression 0.768 0.763 0.954 0.776 0.938 

MLP 0.905 0.839 0.947 0.858 0.896 

KNN 0.942 0.903 0.982 0.922 0.971 

Fuzzy Rules 0.790 0.916 0.978 0.848 0.965 
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Figure 5. Comparison of performance measure of ML algorithms (with preprocessing) 

 

 
 

Figure 6. The mean rank of ML algorithms based on the Friedman test (with preprocessing) 

 

 
 

Figure 7. The performance metrics for K-NN before and after pre-processing 

 

 

0

0.2

0.4

0.6

0.8

1

1.2

Decision tree

(C4.5)

Random

forest

SVMLogistic

regression

MLPKNNFuzzy Rules

Precision Recall Specificity F-measure Accuracy

0

0.2

0.4

0.6

0.8

1

1.2

PrecisionRecallSpecificityF-measureAccuracy

with preprocessing without preprocessing



Journal of Computer and Knowledge Engineering, Vol.5, No.2. 2019. 65 

 

 

 
Random forest 

 
Decision tree(C4.5) 

 
KNN 

 
MLP 

 
Fuzzy rules 

 
SVM 

 

Figure 8. ROC curve for ML algorithms 

 

6. Conclusion and future studies   

COVID-19 is a viral disease that was declared an 

international public health emergency by the World Health 

Organization (WHO). The increase in mortality due to 

COVID-19 disease caused concerns among countries and 

economic, social, and educational problems. Early diagnosis 

of mortality from Covid-19 helps physicians to easily make 

clinical decisions as well as reduce diagnostic errors. In this 

study, different machine learning classification algorithms 

were tested on COVID-19 data to predict the death of 

infected patients and compared them based on different 

performance criteria. To increase the performance of these 

algorithms, the data were preprocessed before the 

experiment. The experimental results showed that the KNN 

algorithm is more efficient than other algorithms. In the 

future, we should use other feature selection methods to 

reduce data volume and increase the efficiency of 

classification algorithms. 
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