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Abstract: With the aid of intelligent system approaches, the 

present study aimed at extracting and investigating effective 

features for detecting Attention-Deficit/Hyperactivity 

Disorder (ADHD) in children. With this end in view, 103 

children, aged from 6 to 10, were recruited for this study, 

among which 49 cases were assigned to the treatment group 

(ADHD children) and the remaining 54 cases to the control 

group (healthy children). The disorder diagnosis was 

performed using the well-known, relevant psychological 

questionnaires and clinical interviews with expert 

psychologists. Data collection consisted of EEG signals in 

eyes open and eyes closed states, as well as GO/NOGO task 

for about 3 hours for every participant. The extracted features 

consisted of the amplitudes and latency in Event-Related 

Potential (ERP) and the power spectrum in the sleep mode 

signals. Approximately 826 features of 19 channels were 

extracted in the standard 10-20 system and different task 

conditions. A set of features were selected with the aid of the 

feature selection methods, and then the selected features 

were analyzed by neuroscientists, and the irrelevant ones 

were removed. Next, the classification methods and their 

performance evaluation were applied. Finally, the best 

results in terms of the corresponding feature vector and 

classification method were presented. The healthy and 

ADHD groups were classified with 75.8% accuracy using 

the Support Vector Machine (SVM) method. The results 

showed that the use of selection of effective features with the 

aid of intelligent system techniques under the supervision of 

experts leads us to reach robust biomarkers in the detection 

of disorders. 
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1. Introduction 

Psychiatric disorders are complex because psychological, 

biological, and genetic factors influence cognition, emotions, 

and behavior in certain areas [1]. With questionnaires and 

clinical interviews, it has been found that the diagnosis of 

disorders relies on mental descriptions and external 

observations. Therefore, such diagnoses are prone to error 

due to the complexity of psychiatric disorders, intrinsic 

mentality, and even the use of the Diagnostic and Statistical 

Manual of Mental Disorders, 5th Edition: DSM-5 [2] 

diagnostic guide. Accordingly, researchers have made 
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significant efforts to obtain biological markers of mental 

disorders [3-10]. Most of these markers are genetic, 

biochemical, blood epigenetic, and blood plasmatic [11, 12]. 

However, some of these markers are 

electroencephalographic letters, induced potentials, and 

magnetic resonance imaging [13]. Unhealthy groups and 

healthy individuals have complex characteristics and are 

difficult to detect using individual markers. Henceforth, the 

symptoms of the diagnosis can be obtained by different 

neurobiological pathways [14]. Attention-Deficit 

Hyperactivity Disorder (ADHD), a neurological disorder, 

affects an estimated 4% to 12% of school-aged children 

worldwide [15]. Based on DSM-5, this disorder consists of 

three types, namely hyperactive and impulsive, inattentive, 

and combined [2].  

The present study investigated and extracted the 

Electroencephalography (EEG) and Event-Related Potential 

(ERP) features that have been studied concerning the EEG 

and ERP indicators and brain function of ADHDs [16-19]. 

The principal advantage of using ERP includes the 

possibility of nonaggressive cognitive processes in 

milliseconds [20]. In recent years, machine learning methods 

have been widely used in the medicine and health realms [21-

23]. Nevertheless, in psychiatry, due to limitations such as 

the absence of data, fear of distancing from diagnostic 

measures, and inadequate knowledge, this technique has 

been applied less frequently. However, the needs suggest 

that the combinatorial biomarkers have better performance 

compared with individual values [24]. 

Extensive research at the Switzerland Brain and Trauma 

Foundation has shown that biological boundaries can be 

traced through the stimulated potential to create biological 

markers (a measurable indicator for biological conditions) 

[25]. Moreover, in this research center, psychological 

neuroscience is used as an indicator to identify a specific 

disorder in the brain. The foundation also believes that none 

of the markers can help the diagnosis alone but that the 

diagnosis must be made through the proper usage of a set of 

these markers [6]. In this view, researchers using machine 

learning methods for the separation of ADHD and control 

groups in adults (74 cases in the ADHD group, 74 cases 

between 18-50 years old in the control group) observed that 

with GO/NOGO task, the accuracy of the Support Vector 

Machine (SVM) method was 92 % [6]. 

In another study, researchers using machine learning 
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methods on 117 adults (67 particiants in the ADHD group 

and 50 participants in the control group) showed that the 

classification accuracy for separating groups was about 

69.2% in Visual Continuous Performance Test (VCPT) 

mode and 72.6 and 70.9% in eyes closed and eyes open 

states. However, in the form of scoring, the results showed 

up to 82.3 % change [26]. 

Oztoprak et al., using the time-frequency amplitude 

characteristics of EPR with strop test, classified the ADHD 

and control groups with 100% accuracy using the SVM 

method. This accuracy was for 3 to 5 features in the delta 

frequency band. In their study, all participants were male and 

in the age range of 6 to 12 years old, and the sample included 

44 cases in the ADHD group and 38 cases in the control 

group [27]. 

Helgadotter et al. had 310 participants in the ADHD group 

and 351 participants in the control group, aged from 5.8 to 

14. Their method accuracy rate was about 81% when 

analyzed by age and 73% the other way round (i.e., not based 

on age) [3]. 

Heinrich et al. investigated the neural mechanisms of 

motor control using the potentials in combination with MRI, 

obtaining a classification rate of 90% in a linear analysis. The 

study suggested that both cognitive and motor inhibition 

should be regarded as fundamental problems in children with 

ADHD [28]. 

Meuller et al. used machine learning techniques to 

separate ADHD from healthy participants. Their 

experimental EEG and ERP data were collected from 181 

ADHD and 147 healthy participants. Spectral power, ERP 

amplitude, and latency measures were extracted and used as 

a feature vector for the input of their machine-learning 

framework. ADHD patients and healthy participants were 

classified by logistic regression model with accuracy values 

between 72% and 76%, while their specificity values slightly 

decreased over time (between 64% and 67%) [29].  

During the review of the related literature, various studies 

have reported good EEG classification capability and ERP. 

These methods had different accuracy rates according to the 

selection of different effective features, their numbers of 

features, and the applied classification technique. Therefore, 

the number of features and the type of features are effective 

in obtaining accuracy. With this end in view, this study aims 

at extracting effective features to diagnose ADHD in 

children under the supervision of neuroscientists. Figure 1 

shows the workflow of the current study.

 

 
 

Figure 1. Workflow of the research framework. ECEO denotes EEG signals from eyes closed and eyes open states 
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2. Data collection  

2.1. Participants  

The participants consisted of 103 participants from 7 to 10 

years old. According to the DSM-5, 49 participants were 

diagnosed with ADHD (22 females, 27 males), and the 

remaining 54 participants were healthy participants (24 

females,30 males). The ADHD participants were recruited 

from clinics, and the members of the control group were 

selected from summer leisure classes of Ferdowsi University 

of Mashhad, Iran. Deprivation criteria in this study were an 

IQ scoring below 75, epilepsy, and comorbidities disorder 

with ADHD. Control patients who consumed a drug were not 

included in the study. The ADHD patients who had 

medication under the supervision of their doctors did not take 

drugs before testing. Therefore, all the participants did not 

receive any medication at the time of testing. 

 

2.2. Procedure  

Data was collected in the motor behavior lab at Ferdowsi 

University from July 2019 to February 2020. All ADHD 

participants were screened medically by medical doctors. As 

the first step in this project, parents filled out a set of such 

questionnaires as Child Behavior Checklist (CBCL), 

AMEN, ADHD, Cognitive Change Index (CCI), and the 

Swanson, Nolan, and Pelham (SNAP). For the IQ test, the 

Riven test was applied [30]. Participants were tested in a 

single session for about 3 hours, including recording their 

EEGs/ERPs and taking the IQ tests. The parents were aware 

of this study and agreed to use clinical data for research 

purposes. They had signed consent forms before the start of 

the study.  

 

2.3. EEG and ERP task 

EEG was recorded for 10 minutes (5 minutes with eyes 

closed and 5 minutes with eyes opened), and ERP was 

recorded for 20 minutes. The ERP test was Go/NOGO task 

that contained 400 trials. This task had four conditions, 

namely A-A (animal-animal), A-P (animal-plant), P-H 

(Plant-Human), and P-P (plant-plant). Each condition 

involved 100 trials. The task had novel sounds along with 

human images in the P-H state. The details of this task are 

provided in [5].  

 

2.4. Data recording and pre-processing  

The EEG was recorded with the aid of the “NeuroAmp® 

x23” and “ERPrec software” (BEE Medic GmbH, 

Switzerland). The Raw EEG was analyzed by Matlab. The 

sampling rate of the input signals was 500 HZ, and it was 

referenced with linked-earlobes and filtered by band-pass 

between 0.5 and 50 HZ with a 45-55 Hz notch filter. The 

Electro-Cap electrode application system (19channel, 

Electro-Cap, International Inc, USA) that worked with the 

international 10-20 system was used in the present study. 

The impedance for all electrodes was not more than five 

kOhm. Neuronal activity of 19 brain channels including Fp1, 

Fp2, F3, F4, F7, F8, F8, Fz, C3, C4, Cz, T3, T4, T5, T6, P6, 

P3, P4, Pz, O1, and O2 and linked earlobes and such 

frequency bands as Delta (0.5-4 Hz), Theta (4-8 Hz), Alpha 

(8-12 Hz), Beta (12-30), and Gamma (30-50 Hz) were 

recorded. 

For artifact removing, the starting raw EEGs were first 

removed. Then eye-blink and horizontal eye movements 

were detected, with the aid of independent component 

analysis (ICA) decomposition removed from the EEGs. The 

remaining artifacts were removed from the slow (e.g., sweat 

artifact)/fast (e.g., muscle artifacts) wave correction (i.e., 

excessive activity in the 0-3 Hz and 20-50 Hz frequency 

bands). Finally, the amplitudes range of more than 100 µV 

were removed.  

 

3. Method 

3.1. Feature extraction 

In signal processing, features are generally divided into the 

time, frequency, and time-frequency domains. The time-

domain characteristics refer to directly extracted features 

from the signal itself without altering such signal spaces as 

mean, standard deviation, energy and power, entropy, 

skewness, kurtosis, auto-regressive coefficient, zero-

crossing percentile, and Hjorth parameters [31-39].  

The purpose of applying a mathematical transformation to 

a signal is to obtain additional information that is not 

available in the original raw signal. However, time domain-

based analysis of the signals is popular, but in many cases, 

the useful information of the signal lies in its frequency 

content, which is called the signal spectrum. Simply, the 

spectrum of a signal represents the frequencies’ amplitude in 

that signal. Examples of approaches for extracting frequency 

range features are the Fourier transform, Short-Term Fourier 

Transform (STFT), spectral entropy, spectral centroid, 

spectral spread, spectral roll-off, harmonic parameters, and 

power spectral density [40- 43].  

 According to the description of the extraction feature, 

the features extracted in this study included the density 

spectrum of 5 frequency bands and 17 channels of EEGs in 

eyes closed and eyes opened states. The spectral power 

density was a description of power distributed over the 

frequencies in the limited data set signal, so the power 

spectrum density unit was the power in each frequency unit 

(watts per Hz). The density spectrum indicates at what 

frequencies the signal strength changes are weaker and at 

what frequencies they are stronger.  

Amplitude and latency peaks were extracted for ERP in 

eight task conditions for the 17 channels [5]. The conditions 

included four main states (A-A, A-P, P-P, and P-H) and four 

mixture conditions amid all states (A-A/P, A-P-A-A, P-P/H, 

P-H-P-P). For ERP, usually, the first, second, and third peaks 

from the curves would be extracted.  

The VCPT has two stimuli, and usually, the features 

should be extracted on the second stimulus, and the events 

and peaks are examined after the second stimulus 

appearance. In this case, the peaks will be considered after 

the second stimulus appearance and are positive or negative. 

The first positive peak is called P100, the second P200, and 

the third P300. The first negative peak is called N100, and 

the second negative peak is called N200, and this cycle, as 

shown in Figure 2 [44], continues. Therefore, knowing that 

the second stimulus appears in 1,400 milliseconds, the signal 

analysis time interval can be from 1,300 to 2,400 

milliseconds, and in cases where it is necessary to check the 

events of the first stimulus, the time interval is between 300 
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to 1,100. Besides, to align all the signals, a baseline is set in 

the range of 1,300 to 1,400 milliseconds.  
 

 
 

Figure 2. A waveform showing several ERP components, 

including the N100 (labeled N1) and P300 (labeled P3). Note that 

the ERP is plotted with negative voltages upward, a common but 

not universal practice in ERP research. 

 

In ERP, to obtain the appropriate peaks, the average ERP 

diagrams were considered for all participants. Moreover, to 

obtain the lowest and highest points along with the signals, 

curves of the time window, which are one of the features of 

ERP components, were considered. The size of the time 

window was fixed at 45% of the time interval from the 

highest peak to the adjacent peak in the average main ERP 

curve. To reach the main peak in this time window, different 

methods such as measuring the area under the ERP curves in 

the time window range or measuring the curve in the 

specified time window are applied. In this study, the curve 

range method has been used. Another list of features, 

including arousal index, reaction time, theta/beta ratio, 

C3/C4 index, and omission and commission error, was also 

extracted. Features related to reaction time, commission, and 

omission are behavioral parameters compared with other 

features that are characteristic of the brain.  

One of the major points in extracting features is to identify 

the important frequency bands for specific disorders. Based 

on the past studies, it has been found that the significant 

frequency bands in the diagnosis of ADHD are F3, F4, F8, 

Fz, C3, C4, Cz, Cz, T5, T6, P2, O1, and O2. However, since 

the purpose of the study was to obtain more variant 

characteristics, all frequency bands except FP1 and FP2 (due 

to artifact in the data and meanness in ADHD) were 

examined. The importance of the features is described in the 

feature selection part below. 

 

3.2. Feature selection  

A set of features has been extracted from the EEG/ERP 

signals, and it is evident that all of these features did not 

relate to ADHD. Thus, it was necessary to reduce features to 

achieve effective features, prevent over-fitting, and reduce 

computational efforts [45]. Therefore, in this study, to limit 

the number of features, a combinational approach using 

intelligent feature selection methods with a neuroscientist’s 

supervision was proposed. Based on this approach, several 

feature selection methods have been used to select different 

sets of effective features. Then neuroscientists examined the 

selected features and selected a set of effective features.  

One of the feature selection methods that was used in the 

present study was the combined Hybrid Structured sparse 

learning method [46]. This method is the same as the 

regression of Least-squares, which contains two regulating 

modes, L1-norm and L2.1-norm, as follows: 

 

𝐽(𝑊) = ‖𝑋𝑇𝑊 − 𝑌‖2 + 𝛾1‖𝑊‖1.1 + 𝛾2‖𝑊‖2.1𝑤
𝑚𝑖𝑛        (1)        

 

Equation 1 is a target function in which  𝑋 =
[𝑥1. 𝑥2 … . 𝑥𝑛]  ∈  𝑅𝑑×𝑛  where n training samples and d 

features are applied, and 𝑌 = [𝑦1 . 𝑦2 … . 𝑦𝑐]  ∈  𝑅𝑛×𝑐 where 

c is the number of classes for each 𝑥i training data. By 

finding the optimal values of the parameters γ1 and γ2, the 

optimal coefficient matrix for each feature of 𝑥𝑖  can be 

obtained. To get the best k features, the features would be 

sorted based on their effectiveness, and then the k feature is 

selected with the highest rank. 

The sequential floating forward selection (SFFS) [47] is 

another implemented feature selection method in the present 

study. This algorithm finds an optimal subset of features by 

addition (adding a new feature to the subset of previously 

selected features) and subtraction (removing a feature from 

the subset of previously selected features). 
Therefore, amongst all the features selected by automatic 

methods, after being analyzed by an expert, a set of features 

were finally selected. Table 1 shows the group of features. 

 
Table 1. The group of features  

 

Group Features name 

EC/EO/VCPT Arousal index 

EC/EO/VCPT Theta/beta ratio 

EC/EO frequency spectra (coherence) 

Behavioral in 

VCPT 

Omission errors 

Commission errors 

Reaction time 

ERP 

Min amplitudes 

Max amplitudes 

Min latency 

Max latency 

 

3.3. Classification  

Supervised machine learning methods work in such a way 

that in them, a set of input vectors such as 𝑋 = {𝑥𝑛} and the 

corresponding output vector 𝑇 = {𝑡𝑛} are given. The goal for 

the machine, using those training data for the new 𝑥 input, is 

to be able to predict t [48]. In this regard, two distinct modes 

can be considered. Regression, in which 𝑡 is a continuous 

variable and classification and belongs to a discrete set. In 

the learning process, the system first needs to be trained, and 

then in the testing process, the trained system is used to 

predict the output concerning the new input values. Support 

Vector Machine (SVM) is a well-known supervised machine 

learning method and one of the simplest types of SVMs (i.e., 

linear SVM), which finds a hyperplane that separates sets of 

positive and negative samples with the maximum distance. 

A couple of the most accurate approaches, SVM and 

ensemble classification models, were used and reported in 

this study. 

 

3.4. Cross-validation and evaluation  

In the supervised learning methods, there are two sets of data 
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(i.e., train data set and the test data set), which are managed 

in different ways for validation. Here, the K-fold method was 

used for validation. K-fold cross-validation is one of the 

most common methods of validating machine learning 

systems. In this method, the whole set of data is divided into 

K equal parts. Form the K parts, K-1 parts are used as a set 

of training data, based on which the model is constructed, 

and with the remaining part, the testing process is performed. 

The number of repetitions of this process will be K times 

such that each K part is used only once for evaluation, and 

the accuracy for the model is calculated each time. In this 

evaluation method, the final accuracy of the system will be 

equal to the average of all obtained K accuracies [49]. 

Confusion matrix: This matrix shows how the 

classification technique works. This is according to the 

separate input datasets for different class categories [50]. In 

what follows, TP, TN, FN, and FP and their relationships in 

the present study are explained. 

 True Negative (TN) = correctly rejected. This rate 

indicates the number of records whose true category has 

been negative, and the classifier has identified them as 

negative. In this study, it is the correct diagnosis of the 

control group, the participants who have been correctly 

diagnosed as healthy ones. 

 False Positive (FP) = incorrectly identified. The 

misdiagnosis with ADHD, meaning control group 

participants who have been misdiagnosed with ADHD. 

 False Negative (FN) = incorrectly rejected. The 

misdiagnosis of the control group. That is the participants 

who were ADHD but were misdiagnosed as healthy ones. 

 True Positive (TP) = correctly identified. Correct 

diagnosis of ADHD, participants who were in the ADHD 

group and were diagnosed with ADHD. 

Accuracy: The most important criterion for determining 

the performance of the classification technique is the 

accuracy criterion. This measure computes the total accuracy 

of a classification and illustrates that the designed 

classification correctly classifies a few percent of the entire 

set of experimental records. The accuracy of the 

classification based on the concepts expressed in the 

confusion matrix is calculated by the following equation: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

Scoring: The main scoring criterion is to evaluate the 

performance of the Receiver Operating Characteristic (ROC) 

area under the receiver operating characteristic curve (AUC). 

This criterion shows the overall performance of a model by 

combining the actual-positive rate (sensitivity) and the false 

positive rate (1-specificity). For binary classifiers, the AUC 

value varies from 0.5 to 1, in which 1 indicates the full 

performance of a classifier [51]. 

 

4. Results 

The effectiveness of the proposed method in this paper has 

been investigated with the aid of data collected from control 

group children and children with ADHD. In all classification 

processes, the 5-fold cross-validation approach was applied 

to validate the model, and for evaluation, accuracy criteria 

from the confusion matrix of each classifier were calculated. 

To stabilize the final output of the classifiers and provide a 

reliable answer based on the evaluation criteria, the results 

were an average of 10-trial classification.  

In the first step, the data was presented directly to the 

classifiers without selecting the subset of features. In the 

second step, the data was first presented to the feature 

selection algorithms and then to the classifiers. After 

obtaining their accuracies, the features were checked by the 

neuroscience specialist, and then the features were given to 

the classifiers again. The final output is shown in Table 2. 

The total number of features was 826, the number of features 

in each section was 30, 5, and 37, and finally, the number of 

effective features that have been obtained in combination 

methods was about 113 features. 

Based on the results, all of the selected methods and 

features were not approved by the specialist, so according to 

the expert’s opinion and previous studies, combining the 

features was necessary to obtain the appropriate accuracy to 

separate the control group from the ADHD group. Moreover, 

based on the results, 37 features were approved by experts 

[9, 52] for the data of this study that had an accuracy of 

61.9%, which slightly showed the specific characteristics of 

this research data.

 

Table 2. The performance of different feature selection techniques and classifier models 

 

o Features Feature Selection Model TP TN FP FN ACC AUC 
Expert 

Approved 

826 No Feature Selection Tree 80 67 20 33 73.8 0.74 - 

826 No Feature Selection 
Ensemble RUS 

Boosted tree 
85 61 15 39 73.8 0.68 - 

113 Combine SVM-Linear 83 67 17 23 75.8 0.75 Yes 

37 Neuroscience 
Ensemble Subspace 

Discriminant 
69 54 31 46 61.9 0.58 Yes 

30 
Hybrid Structured Sparse Learning 

(HSSL) 
Logistic Regression 81 88 19 12 

84.5 
0.90 - 

5 
Sequential Floating 

Forward Selection (sffsAB) 
Cosine KNN 96 59 4 41 

78.6 
0.83 - 

64 
Sequential Floating 

Forward Selection Standard (SffsSt) 

Ensemble Subspace 

Discriminant 
70 76 30 24 70.9 0.75 - 
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Figure 3. ROC score of the selected method 

 

The methods which used the feature selection method of 

HSSL and SFFS with 84.5% and 78.6% accuracy were not 

approved by the neuroscientist, and to the best of 

neuroscientist’s knowledge, most of the selected features 

were not relevant to the diagnosis of ADHD. Therefore, 

under the supervision of the neuroscientist, a small number 

of significant features were selected as effective features. 

By combining the features obtained from the selection 

methods that have been approved by the specialists and the 

proposed and approved features of the neuroscientist 

concerning the significance of ADHD and behavioral 

features, 113 features were obtained with a 75.8% accuracy 

rate. As shown in Table 2, using the SVM method, the 

correct detection rate of ADHD (TP) and control (TN) were 

83% and 67%, respectively. Accordingly, the misdiagnosis 

of ADHD (FP) and control (FN) groups were 17% and 33%, 

respectively. Figure 3 shows the ROC diagram of the 

classifier result. 

 

5. Discussion 

In this paper, all the mentioned features were extracted from 

the raw signal in the closed and open eye modes, as well as 

ERP and behavioral features. To select the best features, we 

used the methods of selecting the feature of the HSSL and 

SFFS. The method of extracting and selecting the feature 

vector from raw signals significantly impacts the obtained 

results. Consequently, we tried to use brain signal processing 

and extract the best features in diagnosing ADHD in the first 

stage. Then those features were approved by a specialist. 

In the present study, features included the theta, beta, and 

alpha frequency bands of Pz, O1, O2, T5, T6, C6, Cz, Fz, 

C3, C4, F3, F4, and F8 electrodes, the maximum and 

minimum latencies, and the highest and lowest domains in 

ERP. The effective features were obtained through feature 

selection methods with the approval of neuroscientists, and 

finally, for classification, the linear SVM was used. The 

feature vector with 113 features, which was obtained with a 

combination strategy, was used for the classification process 

by the SVM method. The obtained result showed that the 

accuracy of the proposed approach was 75.8%. 

Due to changes in brain functionality and the instability of 

their brain signals, the diagnosis of ADHD in children aged 

6 to 10 is very limited in the literature. Therefore, to compare 

with previous studies, the same research method and 

executive protocol must be applied to record data. This is a 

research constraint that limits comparison with accessible 

studies. TableIII summarizes the studies conducted on the 

diagnosis of ADHD in children. 

As shown in Table 3, different methods have been used in 

different studies for data collection. Moreover, the applied 

tests and the data registration conditions were different. One 

of the advantages of the present study is using all conditions 

in one setting: raw signal and ERP signal. 

Some studies like [3], have only used closed-eye data for 

diagnosis and analysis, in which case the type of data and the 

number of participants examined affected the results. In [3], 

due to the large number of participants, one of the prominent 

features was the age of the participants, while the number of 

participants of the present study was fewer, and all 

conditions, that is, raw signal (eyes closed and eyes opened) 

and the event-dependent potential were used. 

In some studies like [27], only male participants were 

recruited, and ERP was also performed by color strop test. In 

such studies, with about 3 to 5 behavioral features (omission 

and commission error), an accuracy of 99.5% was achieved. 

With respect to what experts claim, this number of features 

is not acceptable and comparable with the present study. In 

this study, with a few features, the observed accuracy was 

above 80%. However, some of the features were approved 

by the experts as criteria for ADHD detection. 

 In [56], to diagnose ADHD through the pre-forehead 

cortex, NIRS data, strop test, and behavioral data were 

collected where with the aid of SVM, the accuracy rate was 

86%. The difference between this method and the one in the 

current study is the type of data collection procedure 

followed. 
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Table 3. Studies conducted on the diagnosis of ADHD in children. SVM-RFE denotes support vector machine 

recursive feature. 

 
Data 

collection 

method 

Device and system Selected feature(s) 

Feature 

selection 

method 

Classification 

method 
Accuracy 

Age/ 

gender 

Number 

of 

participants 

Ref. 

ERP with 

Stroop 

task 

64 electrode 

10-10 system 

 

Three features 

(behavioral 

features) include 

omission, 

commission, errors 

(SVM-

RFE) 
SVM 99.5%. 

6 to 12 

Boy 

70 ADHD 

37 Control 
[27] 

ERP 

Go/No Go 

19 channel 

10-20 system 

Mitsar 201 

Theta/beta ratio 

Theta at Cz 

Beta at Cz 

Omission errors 

No 

Statistical 

analysis 

with 

Ancona 

58-63% 

 

85% 

7 to 16 

Boy/ 

girl 

62 ADHD 

39 Control 
[54] 

ERP 

Go/No Go 

14 channels (Fz, F3, 

F4, Cz, C3, C4, Pz, 

P3, P4, Oz, O3, O4, 

and M1-M2 for the 

left and right 

mastoids), 

10-20 system Ant 

company 

ERP 

Spectral 

perturbation 

Inter-trial coherence 

Time locked on 

each stimulus 

Omission, 

commission errors 

reaction time 

No 
statistical 

analysis 
- 

8 to 12 

Boy/girl 

7 ADHD 

7 Control 
[55] 

Reverse 

Stroop 

task 

10-20 system 

NIRSi system 

Reaction time 

Behavioral 
No SVM 86% 

~10 

Boy/girl 

108 ADHD 

108 

Control 

[56] 

Eyes 

Closed 

EEG 

17 electrodes: Fz, 

F3, F4, F7, F8, Cz, 

C3, C4, T3, T4, T5, 

T6, Pz, P3, P4, O1 

and O2 

NicoletOne 

20 features 

Age dependent 

Coherence Power, 

Relative power 

No SVM 76% 

5.8 to 

14 

Boy/girl 

310 ADHD 

350 

Control 

[3] 

ERP 

Go/No Go 

and 

TMS data 

BrainAmp 

10-20 system 
ERP 

statistical 

analysis 

with 

Ancona 

Statistical 

analysis 
90% 

9 to 14 

Boy/girl 

19 ADHD 

21 Control 
[28] 

 

6. Conclusion 

In this study, with the aid of intelligent techniques under a 

neuroscientist’s supervision for diagnosing ADHD, a new 

strategy was proposed to select effective EEG/ERP-based 

features. A new dataset was also collected for applying and 

evaluating the proposed method. The limitations of previous 

researches were discussed it was tried to improve them. The 

automatic feature selection techniques usually try to find a 

set of features that increase the accuracy measurement. Since 

the number of samples is limited, the automatic techniques 

can be affected by the experimental-based artifacts and can 

find some irrelevant features that can increase the system’s 

accuracy for that specific dataset but might not work in 

others. Thus, we have proposed an expert’s supervision-

based feature selection technique to achieve an acceptable 

result with the expert’s approval. In this study, due to the 

characteristics of the data, the effective feature was 

confirmed by experts. As experts stated, integrating all 

dimensions (including lifestyle, questionnaire, interview, 

and psychiatric examination) is essential in the diagnostic 

process [57]. In short, the results are promising and can be 

expended by taking into account such factors as the effects 

of age on more data samples. By increasing the number of 

features, the feature selection techniques show a weak 

performance or will be a time-consuming task. Thus, using 

optimization methods for the mentioned purpose can be a 

proper solution for future related works. 
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