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Abstract: Placement of virtual sensors in servers of cloud environment is one of the most important issues in resource management of sensor-cloud networks. Virtual sensors allocate resources of cloud servers to themselves, run different applications and use equivalent physical sensors. Selecting an appropriate method for placement of virtual sensors on cloud servers has a significant impact on resource management and energy consumption. Also, because of the real-time requirements of sensor-cloud networks, traffic-aware placement is necessary to minimize delay in a network and respond to user requests in the shortest possible time. A new method for traffic-aware placement and migration of virtual sensors in sensor-cloud networks is proposed using the unique characteristics of sensor-cloud networks such as grouping virtual sensors and sharing them among different applications. This approach tries to meet the needs of users and the quality of service expected by the applications. Also, the resources of cloud servers are managed properly in this approach. The results of simulation show an optimization in energy consumption and also a reduction in traffic costs and reduction in service level agreement violation.
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1. Introduction

Sensor-cloud networks are proposed to overcome limitations of sensor networks and provide new services for users as a new generation of cloud computing. These networks benefit from cloud infrastructure for sharing physical sensors among different users. Also, some problems of sensor networks such as the limitation of data storage and the processing of data are eliminated [1-3].

Sharing physical sensors among different applications is performed by virtual sensors. Each virtual sensor is a software sensor, which is created as an intermediary for the connection between physical sensors and applications [4, 5]. Each virtual sensor is related to one or several physical sensors that can aggregate their data and perform some calculations on them. Virtual sensors can communicate with each other and form a virtual sensor group. It is also possible to share virtual sensors between different applications [6]. Virtual sensors allocate resources of cloud servers to themselves, including CPU, memory, storage, and bandwidth. They can respond to various requests of users. Virtualization technology enables the creation of virtual sensors in virtual machines of cloud servers. This technology uses different placement methods of virtual machines to manage allocation of cloud server’s resources.

A review of existing literature in the field of sensor-cloud networks shows that the placement of virtual sensors on cloud servers has been neglected by the designers of these networks. In the available approaches, there is no mention of the impact of migration on meeting real-time needs of these networks. So, it seems that a new approach for migrating virtual sensors can have a significant impact on energy saving and network traffic and also meeting the quality of service expected by the applications.

2. Background

One of the challenging issues in data centers of clouds is the placement of virtual machines in cloud servers. Many approaches have been proposed to solve this problem. These approaches are meant to meet different objectives, such as increasing the efficiency of server resources, reduce energy consumption, reduce network traffic, or meet the quality of service (QoS) expected by the applications. However, it seems that this issue has not been addressed yet in sensor-cloud networks, and no method has been presented for optimization of this problem. What has been stated in sensor-cloud networks is a general case of creating virtual sensors on cloud servers [6]. In this case, after receiving requests of (from) users for using a special physical sensor, the sensor-cloud infrastructure retrieves the related template of that physical sensor from the repository. Then, it tries to provide the virtual sensor on the existing server. If the existing server is not capable of meeting the resource requirements of the virtual sensor, a new server is selected. In this paper, virtual sensor placement is not considered as an optimization problem, and there is no preference for selecting servers running virtual sensors. Also, in other research studies such as M. Yuriyama’s work [3], general methods have been used and virtual sensor placement is not an independent issue. Therefore, the allocation of virtual machines in the cloud environment are studied in order to present a new method for placement of virtual sensors on sensor-cloud networks.

One of the proposed solutions for the virtual machine placement problem in a cloud environment is considering the available resources and capacities on cloud servers. Power consumption in the data center is related to processor, memory, storage and network interface. Among these, the processor has the highest proportion of power consumption. Therefore, optimizing the utilization of the processor is an important factor in the virtual machine placement problem [7]. The capacity limitations of the resources that are mentioned as server constraints, means that total resources allocated to all virtual machines running on a server cannot be more than the total capacity of that server [8, 9]. If the
constraints on a server are not met and the needed resources are not fully allocated to virtual sensors, virtual machine performance may be affected, and the expected quality of service is not achieved.

Migration that is one of the technologies in the cloud environment is the solution for distributing workloads on cloud servers. It helps avoid overloading the servers to maintain proper performance. Live migration of virtual machines is used to move virtual machines from one server to another during the running time and to respond to their workload changes [10, 11]. Xen is a virtual machine monitor (VMM) that manages and monitors the migrations of virtual machines on data centers [12]. This VMM is used in the simulation of the proposed algorithm as the hypervisor in cloud servers.

In multi-tier applications where each part of the application is executed on a separate virtual machine, dependencies between virtual machines are considered as an optimization parameter, which can lead to traffic on the network [8]. The algorithm in [13, 14] aims to migrate virtual machines so that network traffic is minimized and server-side constraints are satisfied. This algorithm considers a dependency graph between dependent virtual machines. The cost of migration is calculated as a function of traffic demand between each pair of dependent virtual machines and the distance between them. Distance is defined as the latency, delay or number of hops between each pair.

D. S. Dias et al. [15] have considered traffic dependencies between virtual machines. The algorithm tries to find dependent virtual machines by using the concept of graph community. In this method, virtual machines are considered as nodes of a graph and the dependencies between them are depicted by edges. The edge weight is used to determine the degree of relationship between a virtual machine and other virtual machines. This weight shows the level of traffic between each pair of virtual machines. Thus, with more dependency between virtual machines, a greater weight will be expected. After creating traffic matrix and identifying virtual machine communities [16], each community must be placed in one section of the servers called racks. Each rack contains a number of servers which are connected to one switch. The purpose is to place dependent virtual machines as close as possible to each other. The solution of this problem involves the amount of CPU and memory required by each community and the available resources in each rack. This problem is defined as a bin packing problem. H. T. Vu et al. in [17] have tried to simultaneously reduce network traffic and energy consumption and increase the utilization of the processor by developing this algorithm. In this method, a tree is created such that in its lowest level, dependent virtual machines are placed as sibling nodes after finding dependent virtual machines. The host of the node which is selected for migration may be under-utilized or over-utilized. According to this, the destination is the host where the increase of energy consumption is minimum. Also the total distance between the destination host and dependent virtual machines should be minimum.

One of the proposed methods for making decisions about the start time of a migration is using thresholds according to CPU utilization. In the double-threshold method, the amount of CPU utilization is bounded between the upper and lower thresholds. Exceeding these amounts will force the server to execute migration [7]. If CPU utilization violates the low threshold, all the virtual machines on the server are forced to migrate and then the server will shut down. Also, if the CPU utilization exceeds the high threshold, the server should select one virtual machine for migration. Migrating the virtual machine will cause reduction in the CPU’s workload. Consequently performance of the applications will also be managed in addition to reduction in energy consumption. Since the workload of applications is continuously changing, the CPU utilization also has continuous changes over time. So, the placement of virtual machines must be constantly optimized. Several heuristic algorithms have been proposed by A. Beloglazov et al. [18] with the ability to adapt to these changes. These algorithms are designed to optimize power consumption, but they do not consider traffic dependencies between virtual machines. In the method proposed in this study, these algorithms are used to select a virtual machine for migration.

Consolidation of virtual machines on a single server is also considered in some papers. Inappropriate consolidation of heterogeneous virtual machines on cloud servers will not only affects computing performance of applications, but it also reduces energy efficiency resulting in more energy waste [19]. Drop in efficiency also leads to violation of service level agreement (SLA). Placing one virtual machine on different servers can cause different energy efficiency levels due to the unique characteristics of the virtual machine. Because of the different effects of consolidations of virtual machines on a single server, implementing virtual machines to servers will have more complexity. Due to the characteristics of consolidated virtual machines, power consumption and overall efficiency will change. This is because of internal conflicts among consolidated virtual machines, such as cache contentions, conflicts at functional units of the CPU, disk scheduling conflicts, and network transfer conflicts. M. F. H. Bhuiyan et al. [20] have shown that a blind consolidation of virtual machines on a server will lead to reduced power consumption and energy loss. The idea of the researchers in [21] is placing virtual machines with the same dominant resources on different servers at the best effort. In this case, the resource competition between different virtual machines on the same server is significantly reduced. At the initial placement of virtual machines on servers, virtual machines are classified according to the dominant resource consumption. Then they are arranged in descending order according to their priorities. In each category, the virtual machine with the highest priority is assigned to the server with the greatest resource available of the category’s type. Since the migration of virtual machines reduces efficiency, the machine that has a lower priority will be selected for migration.

In the placement of virtual machines in the cloud environment and the methods in the field of network traffic in the cloud, it is seen that the network traffic is considered between virtual machines and relevant applications or data transfer between data centers and cloud servers. However, in sensor-cloud networks the traffic can occur because of the characteristics of the network. The possibility of creating virtual sensors and virtual sensor groups has many benefits and simultaneously, the availability of new features for users of sensor-cloud networks, may cause unwanted effects on the performance of the network. When virtual sensors participate in a virtual sensor group, data communication among the members of that group will happen. According to
the data collection rate of the associated physical sensors, the traffic load among the group members may change. In addition, if the locations of the servers of a group are far from each other, traffic between the servers will be imposed on network and traffic overhead can ensue. As a result, it may fail in responding to user requests and sending data to the applications. On the other hand, sharing virtual sensors between different applications will add the number of virtual sensor groups continuously, which increases the importance of this issue.

Energy consumption by servers of the cloud is also a significant problem. Many factors that should be considered can affect this and a suitable approach to optimize the energy consumption should be adopted. Placement of virtual sensors on cloud servers, as well as how to choose the host servers can be one of the factors. Also, using virtualization in cloud environments offers another feature called migration that can be used to perform this optimization.

Another challenging issue in cloud environments is resource management. Distribution of virtual machines on the cloud servers is one of the most complex issues in recent years, and various methods have been proposed to solve it. Meeting the quality of service expected by the applications depends on the efficient allocation of resources needed by them in the running time. It has a significant impact on the quality of applications. Also, an inappropriate combination of virtual machines on a server can cause resource competition and reduce server performance. Because different combinations of virtual machines on a server have a great impact on energy consumption, the homogeneity of virtual machines on a server should be also considered in the placement process.

The main objective of the proposed method is introducing a traffic-aware algorithm for placement of virtual sensors by using live migration of virtual machines to distribute the workload. This is more important because of the grouping feature of virtual sensors. Resource management is taken into consideration with regard to energy efficiency. This approach should provide acceptable performance and hence it is expected that a service level agreement shall be fulfilled.

3. The proposed method
The method proposed for traffic-aware migration of virtual sensors in sensor-cloud networks in this study is looking for a suitable destination for migration. In this method, the virtual sensors are classified based on their dominant usage of resources, including processor, memory, and network bandwidth. When finding a suitable destination for migration, virtual sensors with the same dominant resource usage are distributed on different servers. Moreover, the destination of migration during a replacement of virtual sensors is selected according to virtual sensor groups. In this case, the destination server is selected as close as possible to the servers of dependent virtual sensors. Also, the destination server is selected based on the minimum energy increase after the placement. Assumptions necessary for the implementation of this method are described in section 4.1 and details of this method are explained in Section 4.2.

3.1. Assumptions and Limitations
In the proposed method, we assume that each physical sensor is associated with the cloud via the related virtual sensor. Each virtual sensor is running on a virtual machine on cloud servers. In this method, host servers of applications and host servers of virtual sensors are considered to be separate. The proposed algorithm tries to find an optimized allocation of virtual sensors on cloud servers and does not take into account the allocation of applications.

The proposed allocation method is designed by considering the two main characteristics of sensor-cloud networks. These features include the ability to create virtual sensor groups and meeting the needs of real-time data. Different types of data communication between the physical and virtual sensors are based on S. Madria’s research [22, 23], including one-to-one, one-to-many and many-to-many communication between physical and virtual sensors. Based on the possibility of grouping virtual sensors, data communication, and dependencies between virtual sensors of a group are used as parameters in the proposed method [6]. It is assumed that the virtual sensors will have no data communication with each other, except in the case of placement in a virtual sensor group.

In the proposed method, the data required by different applications are considered only in real-time situations, and the data stored in the data centers are not considered. Real-time requirements include traffic control to minimize the response time to the applications.

The initial placement of virtual sensors is based on M. Yuriyama’s work [6]. When a client request is sent to the cloud environment for using a special physical sensor, the user will be assigned to that virtual sensor if a virtual sensor has already been created for that physical sensor. Otherwise, sensor-cloud infrastructure tries to create a new virtual sensor for each physical sensor based on predefined templates. To this, server resources should be reserved for the virtual machine which is running the virtual sensor. In this method, only three resource centers that include CPU, memory, and network bandwidth are exploited for each virtual sensor.

Each virtual sensor may dominantly benefit from one of the available resource centers. For example, a virtual sensor in a group may mostly need the processor to perform data integration and necessary calculations. Also, the virtual sensor whose equivalent physical sensor samples high volume data from the environment (e.g. video data) may need more memory. Physical sensors with a high sampling rate can also be an example of equivalent virtual sensors that are using a lot of bandwidth. Each virtual sensor is placed in one of the groups of dominant processor, memory, or network consumption, according to its dominant resource consumption. This classification can be obtained by monitoring the resource usage of virtual machines on a server [21]. According to the description of virtual sensor in S. Kabadyai’s work [4, 5], the data type and sampling rate are determined by the user at the time of creating a new virtual sensor. These two parameters can also be used in the classification.

3.2. Migration of virtual machines
For optimization of the network status, cloud servers must use migration algorithms. Each migration algorithm should answer two questions: 1) which server should perform migration? And which virtual sensor should be migrated? In addition, 2) which server will be the destination of the migration? The main objective of the proposed algorithm here is to answer the second question. To address the first
question, the algorithms presented by A. Beloglazov et al. [18] are used.

3-2-1. Selecting server and a virtual machine for migration
An important factor that affects the efficiency offered by cloud servers is the workload of virtual machines running on them. Among server resources, the CPU has the most significant impact on the performance of the virtual machines. If the workload on a server exceeds its acceptable level, the server will not be able to meet the needs of virtual machines and virtual machines will lose their quality. On the other hand, if the workload is too low on the server, the server resources will be wasted. This causes energy loss. So, optimizing CPU usage level is very important and effective, in this regard.

There are two general approaches to identify overloaded hosts: 1) Adaptive utilization threshold based algorithm, 2) non-threshold based algorithm. After detection of overloaded hosts, the virtual machine for migration should be selected. A number of algorithms for detecting overloaded servers and selecting the appropriate virtual machine for migration are proposed by A. Beloglazov et al. [18]. These algorithms belong to the second category. Based on the results of the simulations and evaluations that have been done in this current work, the LrMmt algorithm has the best result in energy savings and SLA. This algorithm includes two local regression algorithms (Lr), one used to select the overloaded host and another to calculate the minimum migration time (Mmt) for selecting the virtual machine for migration. Due to the desirable results produced by this algorithm, it is used in the proposed method in this study.

To identify under-loaded servers, a simple method is used. In this way, after finding overloaded servers and migration destinations, the remaining servers are arranged in order of CPU utilization and the server with the lowest utilization is selected. This server tries to migrate all virtual machines running on it, while the destination servers do not experience overloading. After migration is complete, the server is set to switch to sleep mode.

After detecting over loaded and under loaded servers, virtual machines running virtual sensors are selected for migration. The destination server of migration is selected based on the allocation algorithm that will be presented in the next section. The pseudo code of this method is shown in Algorithm 1.

3-2-2. Allocation of virtual machines
By selecting the appropriate virtual machine for migration, the destination server must be determined. To do this, the available resources of the selected destination server should meet the resource requirements of the virtual machine which is being migrated. Resource usage of virtual sensors depends on the type and amount of data collected by the associated physical sensor. The virtual sensors are classified based on their dominant usage of CPU, memory, and the network.

The main part of the proposed method for selecting the optimal destination considers two issues: the amount of traffic on the network caused by virtual sensor groups, and how to consolidate heterogeneous virtual sensors on a single server. In the following section each of these cases will be studied separately.

3-2-2-1. Destination host selection based on virtual sensor groups
The destination server should be selected so that the dependencies between dependent virtual sensors are considered and the traffic between them is reduced. Data communication between virtual sensors only observes in virtual sensor groups. If the virtual sensors of a group are far from each other, data transfer between them causes high traffic overhead on the network. Consequently, when placing virtual sensors of a group, the distance between them must be reduced as much as possible. To do this, an algorithm for detecting dependent virtual sensors is needed.

According to the method presented by H. T. Vu et al. [17], the traffic between virtual sensors is modeled by a complete graph. The virtual sensors are vertices and network communications are edges. Edge weights are the traffic weight between the virtual sensors. Then, lowest weight edges are removed recursively and this continues until dependent virtual sensor groups with the high amount of traffic remain as a set of isolated sub-graphs. From this graph a tree structure is created in which sibling nodes at lower levels are virtual sensors of a group (Figure 1). For selecting the destination server for migration, if the migrating virtual sensor has a sibling node in the tree, the location of the server is chosen such that the total distance of the server to the servers of dependent virtual sensors is minimum. In other words, the destination server must be the closest possible server to the servers of dependent virtual sensors.

Fig 1. A conversion of graph to tree structure [17]
3-2-2-2. Destination host selection based on dominant resource consumption

As mentioned in Section 2, the consolidation of heterogeneous virtual machines on the same server has a high impact on performance and energy consumption. Replacement should be done such that the virtual sensors with the same dominant resource consumption are distributed on different servers as much as possible. In other words, these virtual sensors should not be placed on the same server. Consequently, conflicts and competitions for accessing the resources of servers will be reduced. By increasing the efficiency of virtual sensors, better service quality will be provided for applications. To achieve this, the destination server should be selected in such a way that the category of the migrating virtual machine’s dominant consumption is different from the category of virtual machines’ dominant consumption running on the destination server.

Moreover, for power management, the destination server should be selected such that the increase in energy consumption after the migration is minimum. The pseudocode of the proposed allocation algorithm is represented in Algorithm 2.

4. Evaluation

For simulating the proposed algorithm and evaluating the energy consumption and traffic, the CloudSim toolkit [24] is used. It is an open source simulator for cloud computing environments, and it performs the modeling of virtual environments, on demand resource management and energy-aware simulations. Because of the absence of a suitable simulator for sensor-cloud networks, this tool is used.

The architecture considered for the data center is three-tier architecture. According to Cisco, today this architecture is mostly used in data centers in the cloud [25, 26]. Figure 2 illustrates this architecture. In the lowest layer of this architecture, the hosts are divided into partitions, and each partition is connected to an edge switch. Data communication between servers is via edge switches and data are not transferred to the higher layers. In the middle layer, each edge switch is connected to one or more aggregation switches. Then in the top layer, the core switches are connected to aggregation switches and also communicate with the rest of the data center. In the simulation of the proposed algorithm, this architecture is used for the data center of the cloud environment. The data center in the proposed data center includes 1 core switch, 3 aggregation switches, and 5 edge switches. Each edge switch is connected to 10 servers. Totally, the data center has 150 servers. The number of virtual machines equivalent to virtual sensors starts from 250 devices and in each round of simulation 10 devices are added to it. This amount goes up to 350 devices.

The configuration of servers and virtual machines is according to the work of A. Beloglazov et al. [18]. The traffic in the data center is generated using FNSS tool. The run time of simulation is 20 minutes in each round. According to the generated traffic in the network, virtual machines are divided into three categories: CPU intensive, memory intensive, and network intensive. The servers are divided based on the number of virtual machines of each category running on them.

To select the appropriate virtual machine for migration, the algorithms presented by D. S. Dias et al. [15] are used. Since server selection and virtual sensors migration are done randomly in sensor-cloud networks, the random selection algorithm (LrRs) is used to simulate the migration in sensor-cloud networks [16]. Based on the results of the algorithms presented by D. S. Dias et al. [15], the LrMnt is nominated as the best algorithm for optimizing the energy consumption. This is combined with the proposed traffic-aware allocation method and is executed as the ScLrMnt algorithm. The evaluation parameters include: energy consumption, traffic costs, SLA violation, and the number of migrations.

4.1. Power consumption model

The main power consuming devices in data centers are processors, memory, hard disk, power generators and cooling systems. Recent studies [20] have shown that there is a linear relationship between the power consumption of servers and processor efficiency. Because of the complexity of power consumption modeling, especially in the new multi-core processors, instead of using an analytical model for the power consumption of the servers, the actual data released by the SPECpower benchmark is used for evaluating the power consumption level of servers.

The power consumption of the two servers, HP ProLiant G4 (http://www.spec.org/power_ssj2008/results/res2011q1/power_ssj2008-20110124-00338.html) and HP ProLiant G5 (http://www.spec.org/power_ssj2008/results/res2011q1/power_ssj2008-20110124-00339.html), based on the percentage of CPU utilization is shown in the Table 1. These two types of servers are used in the simulation here.
Table 1. Power consumption of servers based on CPU utilization

<table>
<thead>
<tr>
<th>CPU Utilization</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP ProLiant G4</td>
<td>86</td>
<td>89.4</td>
<td>92.6</td>
<td>96</td>
<td>99.5</td>
<td>102</td>
<td>106</td>
<td>108</td>
<td>112</td>
<td>114</td>
<td>117</td>
</tr>
<tr>
<td>Power Consumption (Watts)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HP ProLiant G4</td>
<td>93.7</td>
<td>97</td>
<td>101</td>
<td>105</td>
<td>110</td>
<td>116</td>
<td>121</td>
<td>125</td>
<td>129</td>
<td>133</td>
<td>135</td>
</tr>
<tr>
<td>Power Consumption (Watts)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig 3. Average CPU utilization of servers

4.2. SLA Violation
Meeting QoS parameters is one of the most important issues in cloud environments. Requirements of quality of service are usually formulated as service level agreements and based on the characteristics like minimum throughput or maximum response time. Because in sensor-cloud networks, different applications use virtual sensors at the same time, SLA parameters must be defined independently from applications and their workloads. In assessment of the newly presented algorithm, SLA is calculated according to the P. Barham et al. proposed algorithm [18]. Thereby, the two parameters SLATAH and PDM are calculated first. Then, the following relationship is used to measure the service level agreement violation (SLAV) by combining these two parameters as follows:

\[
\text{SLAV} = \text{SLATAH} \times \text{PDM}
\]

4.3. Simulation results
To evaluate the results of the proposed algorithm (SCLRMMt) and comparing it with the basic algorithm (LrRs), initially the impact of these algorithms on CPU utilization of cloud servers will be discussed. Among all the resource centers on a server, the CPU has a significant share of power consumption [18]. There is a direct relationship between CPU utilization and energy; i.e. a higher CPU utilization level causes more energy consumption. In addition, an increase in utilization leads to an increase in SLA violation since in higher utilization levels, virtual machine’s access to the server processor will be restricted and competition for access will ensue. On the other hand, the power consumption of an idle server is about 70% of its power consumption in full usage state [27, 28]. Therefore, a suitable CPU utilization level is always desirable.

To check the CPU utilization of servers in both algorithms, simulations were run for 20 minutes with 150 servers and 350 virtual machines. The average of CPU utilization of servers during 12 rounds of simulation is illustrated in Figure 3. The proposed algorithm keeps the CPU utilization at a more appropriate level in comparison with the base algorithm. The average value of CPU utilization with the proposed algorithm was 27% while it was 25% for the base algorithm.

Figure 4 illustrates CPU utilization level at the end of the simulation. The average CPU utilization at this stage is about 46% in both algorithms. Although this amount is approximately equal in both algorithms, the proposed
algorithm has tried to change the number of idle servers to off situation in order to reduce energy consumption. In the proposed algorithm about 50 servers have switched to off status during the simulation. This amount is about 20 in the base algorithm.

With changing the status of the servers, the virtual machines are forced to migrate and the new destination is selected based on the SCLRMMnt algorithm. Initially, as is shown in Figure 5, the number of migrations (~320) is almost the same for both algorithms.

By increasing the number of virtual machines from 320, the SCLRMMnt algorithm tries to turn off the idle servers and reduce their energy consumption. As a result, the number of migrations goes up to 390. While in the LrRs algorithm about 340 migrations are performed.

The comparison of energy consumption in the two algorithms is illustrated in Figure 6. As the number of virtual machines on the servers increases during the simulation, the energy consumption of servers also increases. Although the rate of increase in energy is almost the same in both algorithms, energy consumption in the case of using the proposed algorithm is lower. The SCLRMMnt algorithm has about 7% more energy savings in comparison to the LrRs algorithm. This reduction in energy consumption is due to the shutdown of the idle servers and hence the resulting CPU usage optimization. Also, the appropriate placement of virtual sensors affects proper energy consumption.
Fig 6. Energy consumption

Fig 7. Traffic costs

Fig 8. SLATAH comparison
The traffic cost which is calculated based on the traffic between each pair of virtual sensors and the distance between them is compared for the algorithms in Figure 7. About 23% reduction in traffic cost is seen in the SCLrMnt algorithm. This is because the placement of virtual sensor groups are considered for choosing the destination of migration in order to minimizes the distance between the members of the groups. This type of placement results in reduction in traffic load and hence it lowers the cost.

The result of SLA violation for SCLrMnt and LrRs algorithm based on the two parameters SLATAH and PDM are illustrated separately in Figures 8 and 9. Subsequently, these two parameters are combined and SLA violation is calculated. Reduction in SLA violation is clearly visible in the proposed algorithm as shown in Figure 10.

5. Conclusion and future works
In this paper, a new approach for migration and reallocation of virtual sensors in sensor-cloud networks is proposed. By selecting the appropriate destination for migration, the proposed algorithm reduces the energy consumption in cloud servers. This method is based on minimization of the distance between the virtual sensor groups. It reduces the traffic overhead on the network and meets the real-time requirements of users. Reducing network traffic results in reducing violation of service level agreement. As a result, the desired quality of service is provided for applications. The results of the simulation of the proposed algorithm confirm improvements in energy efficiency, and decrease in traffic cost and SLA.

Since the main idea of the proposed algorithm for migration of virtual sensors is given from the migration of virtual machines in the cloud environment, there are similarities between them. Although in the new algorithm some special properties of sensor-cloud networks, such as the possibility of grouping and sharing virtual sensor groups are used, involving other parameters that are specific for sensor-cloud networks can clearly distinguish between cloud algorithms and sensor-cloud algorithms. Also, designing a tool that can simulate sensor-cloud networks influences the presentation of new algorithms. For example, just one virtual sensor is allocated to each virtual machine due to the lack of

![Fig 9. PDM comparison](image)

![Fig 10. SLA violation](image)
an appropriate simulator for sensor-cloud networks, while allocation of virtual sensors to a virtual machine can be a new idea in designing new algorithms. In the proposed algorithm, the parameters that decide on the start time of a migration are the overhead on servers and CPU utilization. Other factors such as the amount of memory can also have an effect on the occurrence of migration.

Future work on the proposed algorithm is based on the number of user requests for using one special virtual sensor. If the number of users of a virtual sensor is too high, it may cause increased delay in the response time to them. This situation is not suitable for real-time applications. Another issue for future work is considering data stored in data centers. In the proposed algorithm, only real-time data are considered and there is no control over the data stored in data centers. Minimizing the distance between virtual sensors and databases can have a significant impact on network traffic.
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