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Abstract: In different scientific disciplines, large-scale data 

are generated with enormous storage requirements. 

Therefore, effective data management is a critical issue in 

distributed systems such as the cloud.  As tasks can access a 

nearby site to access the required file, replicating the desired 

file to an appropriate location improves access time and 

reliability. Replicating the popular file to an appropriate site 

is a good choice, as tasks can get the necessary file from a 

nearby site. In this research, a novel data replication 

algorithm is proposed that is consisted of four main phases: 

1- determining 20% of commonly used files, 2- computing 

five conflicting objectives (i.e., average service time, load 

variance, energy consumption, average response time and 

cost) 3- finding the near-optimal solution (i.e., suitable 

locations for new replica) by the PSO technique to acquire a 

trade-off among the desired objectives. 4- replica 

replacement considering a fuzzy system with three inputs 

(i.e., Number of accesses, size of replica and the last access 

time). The experimental results denote that the proposed 

replication algorithm outperforms the Profit oriented Data 

Replication (PDR) and Bee colony-based approach for Data 

Replication (BCDR) strategies in terms of energy 

consumption, average response time, load variance, number 

of connections, Hit ratio, Storage usage, and cost. 

Keywords: Cloud computing, Data Replication, Meta-

heuristic algorithms, Fuzzy Systems, Power consumption. 

 

1. Introduction 

In the contemporary landscape, cloud computing plays a 

pivotal role in driving a burgeoning array of internet services. 

Numerous factors have contributed to the transformation of 

computing systems to cater to diverse industries' 

requirements, encompassing scientific breakthroughs, 

storage technologies, escalated utilization of multiple 

processes, and burgeoning user demands. From an 

infrastructural perspective, the cloud denotes a distributed 

and parallel system comprising a cluster of interconnected 

virtual machines. Its principal objectives revolve around 

facilitating users to lease, rather than purchase, computing 

resources that are accessible from any internet-connected 

location. Generally, service providers offer cloud computing 
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infrastructure, thereby curbing user expenses through service 

rental [1, 2]. 

On one hand, the volume and size of content generated in 

distributed systems continue to surge, while on the other 

hand, the quantum of data necessitating processing escalates 

by the second. The acquisition of this data poses a formidable 

challenge for system and network designers [3–6]. Data 

replication emerges as a valuable solution to diminish task 

execution duration by making data accessible to all relevant 

nodes. Strategic distribution of replicas across the cloud 

environment not only balances the load but also augments 

system efficiency. Data replication involves duplicating files 

across distinct segments of the system, averting disruptions 

to the workflow in case a file is damaged or inaccessible by 

relying on an available copy [7, 8]. 

Accessing cloud computing services mandates the 

availability of resources. Nonetheless, scarcity of resources 

within the infrastructure poses challenges, necessitating 

allocation of distinct computational resources for different 

processing tasks. Environments leveraging cloud computing 

can yield substantial advantages for projects necessitating 

extensive data processing, such as those in astronomy or 

meteorology domains. However, the colossal data volume 

poses a formidable challenge, particularly the replication of 

data. This predicament accentuates the significance of data 

replication across multiple servers and locations to uphold 

data integrity and accessibility. Generally, replication 

methods are employed to bolster system efficiency, with a 

focus on the 'how' and 'when' of replication, as well as its 

elimination. A gamut of methods and strategies has been 

developed to address these questions, all geared toward 

curtailing execution time. Consequently, each method 

necessitates the utilization of an iterative algorithm [9–11]. 

The main contributions of the paper can be listed as 

follows: 

1. Centrality-based Replica Placement: The method 

introduces a novel approach for selecting the best site for 

storing replicas based on the centrality factor and the 

number of accesses. By considering these factors, the 

proposed strategy aims to reduce access time and 

improve data retrieval efficiency. 

https://cke.um.ac.ir/
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2. Improved Data Center Utilization: The method also 

focuses on selecting appropriate data centers for specific 

services. This selection process benefits both customers 

and service providers by optimizing data center 

utilization, leading to improved resource allocation and 

overall system performance. 

3. Fuzzy-Based Replica Replacement: To address storage 

limitations, the paper introduces a replacement strategy 

that utilizes a fuzzy system to evaluate the value of each 

replica. Unpopular replicas that are unlikely to be 

accessed in the future are replaced with more valuable 

ones, enhancing overall data management efficiency. 

2. Background  

2.1. Cloud computing service layers  

While the architecture of cloud computing may appear 

straightforward, its effective operation hinges on astute 

management at the Network layer, facilitating seamless 

interconnection of systems. As depicted in Figure 1, cloud 

services are categorized into three overarching types [12–

14], as perceived by cloud computing providers: 

1. Software as a Service (SaaS) layer: This stratum 

empowers users to access existing software via a web 

browser. Notably, users gravitate towards the latest 

software iterations, and service providers assume the 

responsibility of delivering updates. Importantly, a 

customer's utilization of the service remains detached 

from the hardware's specifications and capabilities, as all 

computational processes are executed on the server-side. 

2. Platform as a Service (PaaS) layer: This tier entails 

services offered by providers for application 

development and deployment. A suite of software 

accessible as services can be integrated into other layers, 

thereby reducing the necessity for direct placement of 

numerous programs onto the virtual machine. A notable 

exemplar includes an operating system that operates 

within this context. 

3. Infrastructure as a Service (IaaS) layer: Within this 

stratum, resources such as processors, storage, and 

network components are accessible to end-users through 

virtualization. Direct control or access to the cloud 

computing infrastructure is restricted in this service 

model. A pivotal characteristic of this layer involves the 

dynamic allocation of resources through virtualization, 

underscoring its significance. 

 

 
 

 

Figure 1. Cloud computing service layers 

2.2. Particle Swarm Optimization (PSO) Algorithm 

Based on the behaviors of birds and fishes, Particle Swarm 

Optimization (PSO) represents a population-based method. 

Groups of particles are characterized by position and velocity 

vectors, dictating new positions in each iteration. The new 

position is updated based on particle velocity, particle's best 

position, and overall best position. 

In the PSO algorithm, particle positions are updated using 

these equations: 

 

𝑉𝑖(𝑡) = 𝑤 ∗ 𝑉𝑖(𝑡 − 1) + 𝑐1 ∗ 𝑟𝑎𝑛𝑑1 ∗ (𝑃𝑖.𝑏𝑒𝑠𝑡 − 𝑋𝑖(𝑡 − 1)) 
 

      +𝑐2 ∗ 𝑟𝑎𝑛𝑑2 ∗ (𝑃𝑔.𝑏𝑒𝑠𝑡 − 𝑋𝑖(𝑡 − 1)) 

(1) 
 

𝑋𝑖 = 𝑋𝑖(𝑡 − 1) + 𝑉𝑖(𝑡)                                                       (2) 

 

where, w is the weighted coefficient of inertia, c1 and c2 

are constant training coefficients, rand1 and rand2 are two 

random numbers with a uniform distribution in the range of 

0 to 1. Furthermore, Xi and Vi are the position vector and the 

velocity vector of the i-th particle, respectively. The best 

position found by particle i and thee best position found by 

the swarm denotes by Pi.best and Pg.best, respectively. 

Evolutionary methods have both advantages and 

disadvantages due to their random nature. Selecting an 

algorithm is challenging, but evolutionary algorithms have 

been used successfully for various optimization problems. 

PSO algorithm offers several advantages [15]: 

1. Memory benefit: Past information informs decisions. 

2. Particle cooperation: Particles adjust positions based on 

group conditions, exchanging information to approach 

the best solution. 

3. High convergence: Sharing particle information and 

quick decisions lead to fast convergence. 

4. Implementation simplicity: All stages, from definition to 

decision-making, are easy to implement without 

complex math or stats. 

 

2.3. Fuzzy logic System  

In uncertain conditions, fuzzy logic is a suitable approach, 

replacing numerical variables with linguistic analysis. Fuzzy 

logic deals with values between 0 and 1 and allows verbs like 

"perhaps to be" or "to be if." Membership in a set is graded, 

allowing partial membership [16-18]. Notable features of this 

theory include: 

1. Human-like thinking and decision-making simulation 

2. Definition of approximations and non-deterministic 

answers 

3. Complex function definition in linear and non-linear 

forms 

4. Simple yet flexible implementation 

Figure 2 displays the fuzzy system's architecture and data 

entry/exit process. 
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Figure 2. Architecture of a fuzzy system. 

 
As shown in Figure 2, in the first step, all input numbers 

are converted into fuzzy sets. Then, a fuzzy inference engine 

evaluates the rules and after collecting the output rules, it is 

converted into an explicit or numerical value by the de-

fuzzifier unit. Finally, the fuzzy results are converted into 

real numbers. 

 
3. Related works  

For data replication in cloud computing, numerous 

algorithms have been proposed [19], many employing 

evolutionary techniques [20]. Herein, various algorithms that 

have enhanced their performance using evolutionary 

methods at different implementation stages are discussed. 

Leo et al. [21] presented a novel strategy using genetic 

algorithms for new copy replacement in cloud computing. 

Their approach factors in two main aspects: grouping highly 

dependent files together to reduce data migration across data 

centers and considering transfer cost related to file size. The 

fitness function utilizes total transmission time to determine 

data transfer amounts. Results show this algorithm reduces 

data displacement compared to k-means. 

Chunlin [22] proposed an algorithm that improves system 

performance, accounting for file unavailability, data center 

load, and network transmission costs. It employs a quick sort 

genetic algorithm to solve the multi-objective copy 

placement problem. By considering processor capability, 

memory, disk space, and network bandwidth, this algorithm 

determines the number and location of copies. The proposed 

strategy, utilizing a copy transfer approach, outperforms 

dynamic adjustment strategies (DRAS) [23].  

Huang et al. [24] introduced a cost-effective replica 

placement algorithm under high read/write conditions. It 

considers storage, update, transmission time, and processing 

costs. The algorithm determines the number of copies while 

also finding suitable locations for new versions.  

For initializing the population, a heuristic rule based on 

data support amount and degree is proposed. A hybrid 

genetic algorithm (HGA) is used, with HGA solutions 

approaching optimal quality. Navimipour et al. [25] suggest 

an ant colony strategy to enhance replica selection. Ants 

choose a center randomly, with subsequent ants attracted to 

centers with the target file. This strategy significantly reduces 

access time compared to RTRM by utilizing pheromone 

information.  

Azimi [26] proposed a dynamic data replication algorithm 

based on the Bee Colony Evolutionary Algorithm (BCDR) 

for cloud computing environments. The authors considered a 

hierarchical topology with three levels. There are two levels 

of connectivity: the first level involves low bandwidth areas 

and the second level includes LAN (local area network) areas 

with higher bandwidth connections. The third level includes 

the sites of each LAN that are connected to each other 

through high bandwidth. As a result of the proposed 

algorithm, honey bees stay in a new location if the food area 

is better or has more nectar than the previous one, and one 

unit is added to the index. During the search phase, the 

worker bees determine which sites have the best probability 

of containing a file. Based on the number of requests, the best 

site is determined. Based on the evaluation results, the 

proposed method reduced the execution time compared to 

LRU, LFU, and BHR [27].  

To guarantee the profitability of the cloud service 

provider, Mokadem et al. [28] proposed a data replication 

algorithm. The proposed method consists of two main steps. 

In the first step, the response time is estimated and then 

compared to a predetermined threshold. In the second step, if 

the predicted time exceeds the threshold, the supplier is given 

a new iteration that will provide the maximum profit to the 

supplier. Based on simulation results, the proposed algorithm 

reduces file transfer costs by taking into account processor, 

storage, network, and service costs.  

According to the research conducted by Salem et al. [29], 

an ABC algorithm-based iteration strategy was developed. 

To determine the optimal copy space, the proposed algorithm 

first solves the shortest path problem based on the knapsack 

problem. To achieve a load balance in the system and save 

the copy from the shortest path at the lowest cost is the main 

goal of the project. A second step involves implementing an 

algorithm for finding the optimal sequence of data replication 

and determining the best path to data centers based on cost. 

As compared to the strategy (DCR2S) [30] and genetic 

algorithm (GA), the introduced strategy can reduce data 

transmission. 

Tos et al. [31] introduce a method (PDR) guaranteeing 

customer performance and cloud service provider 

profitability. It estimates query response times and 

profitability-affecting costs to decide if the operation should 

be repeated. 

In [32], The authors introduce a new replication method 

called hierarchical data replication strategy (HDRS) in this 

article. The HDRS algorithm involves creating replicas that 

can increase or decrease based on exponential growth or 

decay rate, placing replicas based on access load and labeling 

technique, and replacing replicas based on the future value of 

the file. The authors compare various dynamic data 

replication methods using CloudSim simulation and find that 

HDRS outperforms other algorithms by reducing response 

time and bandwidth usage. HDRS can efficiently identify 

popular files and replicate them to the most suitable site, 

reducing unnecessary replications and balancing site loads to 

decrease access latency. 

The authors in [33] suggested a new replication 

management strategy called EIMORM, which is an 

improvement on the MORM algorithm. EIMORM differs 

from MORM in two ways: it takes into account the cost of 

replication when placing replicas and assigns weights to data 

files to determine popular files based on their last access 

time. The simulation results show that EIMORM can 

effectively reduce the total cost, particularly for a large 
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number of tasks. However, EIMORM does not address the 

important step of replica replacement when storage space is 

full. 

The authors in [34], proposed ALO-Tabu algorithm that 

utilizes a hybrid of ant lion optimization and Tabu search 

algorithms for solving the replica management problem. The 

process of selecting the initial population is performed in 

such way that the algorithm can find better solution. 

A comparison of different data replication algorithms' 

parameters is presented in Table 1. While bandwidth 

consumption and response time are often prominent, other 

factors like energy consumption, system load balance, and 

cost are less emphasized.

 
Table 1. Parameter comparisons between different data replication algorithms. 
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[21] Combining similar tasks 2017 - + - - - + + + - 
5-13 

Nodes 
GA 

[22] Modeling and using it 2019 - + - + + + + + - 
1-10 

Nodes 
GA 

[24] 
Definition of data 

classification 
2018 - + - + - - + - - 

10-50 

Nodes 
EGA 

[25] 
Accessibility scheme for 

reading files 
2016 - - + - - - + + - 

5000 

Nodes 
Ant Colony 

[26] 
Definition of three-level 

structure 
2019 - + + - - - + + - 

100-1500 

Jobs 
ABC 

[28] 
Profitability of the 

supplier 
2020 + - + + + + + + - 

500-1500 

Nodes 
- 

[29] 
Using the backpack 

method to solve 

problems 

2019 + + + - + + + + - 
1-15 

Nodes 
ABC 

[31] 
Profitability of the 

supplier 
2016 + - + + - - - + - 6 Nodes - 

 

 
 

Figure 3. Flowchart of the algorithm 
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4. The Proposed Method 

The algorithm's primary objectives involve determining 

which files to replicate and when to replicate them. To 

address this, the algorithm calculates the number of file 

accesses and the file's popularity. Subsequently, it creates 

copies for a specific percentage of files based on these 

factors, with the PSO algorithm guiding the placement of 

new copies. 

To identify candidate files for replication, a value is 

assigned to each copy, prioritizing less valuable files. This 

process employs a fuzzy system that takes into account three 

input parameters: file accesses, copy size, and the time of last 

access. 

The proposed algorithm employs distinct methods for 

each step, working toward optimal states for individual steps 

as well as the entire system. Refer to Figure 3 for an 

overview of the general steps. The algorithm's steps are 

detailed in the subsequent subsections. 

4.1. File Selection and Replication Timing 

Cloud system infrastructure constraints, including limited 

network bandwidth, necessitate careful duplication of files to 

avoid computational overhead and network congestion. 

Challenges such as inefficient storage usage, extended task 

completion times, and security concerns related to user 

access further underline the importance of an optimal 

solution. By minimizing the number of files requiring 

replication, these issues can be mitigated.  

To identify less frequently accessed files, the popularity 

parameter is utilized for selecting the ideal files for 

replication. This selection process is based on the calculation 

of each file's popularity, determined using the provided 

equation: 

 

𝑃𝐷𝑖 = (𝑎𝑐𝑖 × 𝑑𝑛𝑐𝑖)       (3) 

 

where PDi represents the popularity of file Fi, aci the 

number of requests, dnci the number of data centers that 

requested the file Fi. Accordingly, the threshold value is 

determined as follows: 

 

𝑇 =
1

𝑛
∑ 𝑃𝐷𝑖

𝑛
𝑖=1

𝐷𝑁𝑐𝑜𝑢𝑛𝑡
                                 (4) 

 

where the numerator represents the average file popularity 

and the denominator represents the number of data centers. 

When a task is assigned to a data center for execution, if the 

required files are not available locally, the data replication 

process is applied, In other words, the popularity of the files 

and the threshold are calculated first, and a certain 

percentage of the files whose popularity exceeds the 

replication threshold is selected. A middle limit (20%) is 

considered in this research based on the availability of 

capacity and space. 

 

4.2. Locating a New Replica 

PSO algorithm finds new replica locations. Key 

parameters—service time, load variance, energy use, 

response time, and cost—are fitness functions. PSO helps 

solve data replication by modeling and determining optimal 

solutions. 

 

4.3. Locating the New Replication Site 

The PSO algorithm is also used to locate new replications 

exactly. To begin with, four important parameters that are 

considered fitness functions and have a great impact on cloud 

computing efficiency. In this research, the average service 

time, load variance, energy consumption, average response 

time, and cost are discussed, and then the PSO algorithm is 

used to determine the best solution to the data replication 

problem. 

 

4.4. Average Service Time 

In order to increase the system throughput of the system, the 

average service time must be reduced. Reducing the average 

service time means increasing the processing speed. It is 

possible to reduce this average time by placing popular files 

on high performance nodes and less frequently visited files 

on low performance nodes. Calculating the service time of 

file fi in data node j is as follows [35]: 

 

st(i, j) =
Φ(i, j) × si

tpj

                                                                 (5) 

 

where si is the file size of fi and tpj is the transfer rate of 

the data node Dj. Each fi file contains ri copies distributed 

across different data nodes. We assume that requests from 

file fi are modeled as a Poisson function with average access 

rate A(i).  

So, we have: 

 

𝐴(𝑖) = ∑ 𝐴(𝑖, 𝑗)

𝑚

𝑗=1

                                                                     (6) 

 

where A(i,j) is the access rate of reading requests that are 

made for the file fi from the data node Dj. If the file fi is not 

in Dj node, we set A(i,j)=0. The average service time for the 

fi file is calculated as follows: 

 

𝑠𝑡(𝑖) = ∑ (𝑠𝑡(𝑖, 𝑗) ×
𝐴(𝑖, 𝑗)

𝐴(𝑖)
)

𝑚

𝑗=1

                                             (7) 

 

The average service time is calculated as follows: 
 

𝑀𝑆𝑇 =
1

𝑛
× ∑ ∑ (𝛷(𝑖, 𝑗) × 𝑠𝑖/𝑡𝑝𝑗 ×

𝐴(𝑖, 𝑗)

𝐴(𝑖)
)

𝑚

𝑗=1

𝑛

𝑖=1

               (8) 

 

4.5. Load Variance 

Load variance is used as a measure to show the load balance 

of the system. In other words, the lower the load variance, 

the better the load balance in the system. Since the 

combination of the access rate and the service time of the file 

fi gives the exact amount of its load, this load amount l(i,j) of 

the file fi in the data node Di will be as follows: 
 

𝑙(𝑖, 𝑗) = 𝐴(𝑖, 𝑗) × 𝑠𝑡(𝑖, 𝑗)                                                         (9) 
 

The load variance (LV) is calculated as follows [33]: 
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𝐿𝑉 = √∑ (𝑙(𝑗)−𝑙)
2𝑚

𝑗=1

𝑚−1
= 

√
∑ (∑ 𝐴(𝑖, 𝑗) ×

𝑠𝑖

𝑡𝑝𝑗
× Φ(𝑖, 𝑗) −

1
𝑚

× ∑ ∑ 𝐴(𝑖, 𝑗) ×
𝑠𝑖

𝑡𝑝𝑗
× Φ(𝑖, 𝑗)𝑛

𝑖=1
𝑚
𝑗=1

𝑛
𝑖=1 )𝑚

𝑗=1

𝑚 − 1

2

 

(10) 

 

4.6. Energy Consumption 

The total energy consumption is mainly composed of 

renewable energy consumption (RE) and cooling energy 

consumption (CE), both of which should be kept as low as 

possible. In today's world, environmental concerns are one 

of the biggest challenges, especially in industrialized 

countries. Among the major factors contributing to pollution 

of the environment is energy consumption, which should be 

given a lot of attention and the algorithm should strive to 

reduce it. Servers' power consumption can be described by a 

linear relationship between energy consumption and 

efficiency. 

To calculate the renewable energy consumption of the 

data node Dj which we name in the ERE(j) formula, we will 

use the following equation [36]: 
 

 max

1

( ) ( , ) ( , ) ( ) ( ) ( ), (11)
n

RE idle idle

i

E j i j l i j P j P j P j


     
 

 

where Pmax(j) shows the maximum power of the data node 

Dj in the maximum workload and also Pidle(j) the power 

consumption during idle time, so the renewable energy 

consumption of all nodes is calculated as follows: 
 

𝐸𝑅𝐸 = ∑ 𝐸𝑅𝐸(𝑗)

𝑚

𝑗=1

                                                                   (12) 

 

For the same reason, if the outside temperature is 30 

degrees and the inside temperature is 20 degrees, we can 

calculate the total cooling energy consumption as follows 

[36]: 
 

𝐸𝐶𝐸 = ∑ 𝐸𝐶𝐸(𝑗)

𝑚

𝑗=1

                                                                   (13) 

 

where: 
 

𝐸𝐶𝐸(𝑗) = 𝐸𝑅𝐸(𝑗)/𝑄,         𝑄 =
1

𝑇𝑜𝑢𝑡
𝑇𝑖𝑛

−1
 

𝑙(𝑖, 𝑗) = 𝐴(𝑖, 𝑗) × 𝑠𝑡(𝑖, 𝑗). 
(14) 

According to the above, the total energy consumption 

(EC) can be calculated as follows: 
 

𝐸𝐶 = (1 +
1

𝑄
) × 

∑ (∑ Φ(𝑖, 𝑗) × 𝑙(𝑖, 𝑗) × (𝑃𝑚𝑎𝑥(𝑗) − 𝑃𝑖𝑑𝑙𝑒(𝑗)) + 𝑃𝑖𝑑𝑙𝑒)

𝑛

𝑖=1

(𝑗))

𝑚

𝑗=1

 

(15) 

 

4.7. Average Response Time 

There is an important role to play in reducing latency in any 

storage system. High bandwidth reduces the amount of delay 

significantly, so, in this study, we only considered reading 

delay. Based on the fact that each file has several copies, the 

average delay (
iL ) is calculated as follows [35]: 

 

𝐿𝑖 =
1

𝑟𝑖

× ∑ 𝛷(𝑖, 𝑗) ×
𝑠𝑖

𝐵(𝑗)

𝑚

𝑗=1

× 𝐴(𝑖, 𝑗)                                (16) 

 

where A(i,j) is the percentage of read requests sent from 

the data node Dj to read the file Fi. B(j) is the minimum 

bandwidth of the data node Dj, so, we will calculate the 

average delay time for the whole system as follows [36]: 
 

𝑀𝐿 = ∑ 𝐿𝑖/𝑛

𝑛

𝑖=1

= ∑ (
1

𝑟𝑖
× ∑ 𝛷(𝑖, 𝑗) ×

𝑠𝑖

𝐵(𝑗)
× 𝐴(𝑖, 𝑗)

𝑚

𝑗=1

) /𝑛

𝑛

𝑖=1

 

(17) 

 

4.8. Cost 

A common way to replicate data in traditional systems is to 

create as many copies as possible to maximize the use of 

resources to increase overall system performance. In cloud 

systems, the implementation of this method of data 

replication is not cost-effective for cloud service providers 

and can lead to excessive and incorrect use of resources and 

reduced system efficiency. Maintaining an optimal number 

of copies saves resources and overall costs, especially for 

servers, so making as many copies as possible is not always 

the best option. 

Several nodes are used by cloud providers to manage and 

handle user requests. Each of these nodes requires electricity 

and some hardware to function properly. These items add to 

the computational costs (Ci). Another cost is related to the 

use of the network (Cb). The information required by the 

requests are continuously sent to different parts of the 

network and to different cloud destinations globally. 

Consumable memory (Cs) is another cost-related item that 

the provider pays for each node to provide an empty space 

for use and placing copies in it. The cost of each of the items 

varies from one cloud service provider to another, so it is 

hard to determine which costs more. As a result, the total 

amount of expenses (ex) is calculated as follows: 
 

𝑒𝑥 = 𝐶𝑖 + 𝐶𝑏 + 𝐶𝑠                                                             (18) 
 

Now, the fitness function is defined as the sum of the 

above functions (normalized values) and the best place to 

store a new replica is determined using the PSO algorithm. 

Suppose there are n number of files to be copied and there 

are m data centers, so a position matrix of the number of 

particles is created which contains the values zero and one. 

A value of one indicates that the replication should be located 

in that data center. For example, in Figure 4, file copy 1 (F1) 

should be stored in data center 1 (DC1) and file 2 (F2) should 

be stored in data center 3 (DC3). 
 

 1F 2F 3F 4F 

1DC 1 0 0 0 

2DC 0 1 0 1 

3DC 0 0 1 0 

 

Figure 4. Example of a position matrix 
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Now, based on the position matrix, the velocity matrix, is 

also constructed, and its values are placed in the range    as 

follows: 
 

𝑉𝑘

𝑖,𝑗
∈ [−𝑉𝑚𝑎𝑥 , +𝑉𝑚𝑎𝑥], 

𝑖 ∈ {1,2, … , 𝑛}, 𝑗 ∈ {1,2, … , 𝑚} 
(19) 

where Vmax represents the maximum speed of all particles 

and Vk represents the speed matrix of the k-th particle. 

Moreover, Figure 5 shows the velocity matrix for a particle 

with the position matrix of Figure 4 and the range [-1, 1]. 

 
 1F 2F 3F 4F 

1DC 0.7 -0.3 0.3 -0.8 

2DC 0.2 0.5 0.1 0.43 

3DC -0.2 0.4 -0.4 0.134 

 

Figure 5. Velocity matrix 

 

It should be noted that pbest and gbest are two special 

particles. pbest shows the local best particle and gbest shows 

the global best particle among all particles. Note that pbest and 

gbest particles are updated in each iteration. 
The proposed algorithm evaluates the particles based on 

the fitness function described before. Therefore, for each 
particle we have a new fitness function. If a particle's new 
fitness value is better than that particle’s pbest fitness value, 
then pbest should be replaced by that particle. In addition, the 
proposed algorithm uses the pbest of all particles and replaces 
the pbest with the current gbest, which is better than the current 
gbest. 

 

4.9. Determining the Replica to Be Deleted 

If there is not enough free space in the selected data center, 

the system must delete one or more files to free up space, and 

after each deletion, update the general copy manager and the 

local copy manager. The general copy manager includes 

information about all files in all clusters and the local copy 

manager includes information about all files in its cluster. In 

the proposed algorithm, three parameters, number of 

accesses (NA), replica size (SR) and last copy access time 

(LAT) are considered. 

Considering that the fuzzy system is more accurate and 

simpler during the decision-making process. Therefore, it is 

very suitable for decision-making problems with several 

parameters due to considering the interaction between 

parameters. For this reason, the use of the fuzzy system for 

the problem of replacing the copy file has received much 

attention due to the existing complexities [37, 38]. 

In the proposed method, a value (RV) is assigned to each 

copy, and this value is based on the input parameters of the 

fuzzy system, i.e. copy size, number of accesses, and the last 

access time of the copy. In the next step, the copies are placed 

in the list based on their value and in ascending order, so the 

files at the beginning of the list are candidates to be deleted 

and free up enough space. Table II contains fuzzy rules in 

which the different states that exist for determining a file 

replica. For example, when the number of accesses to the file 

and the size of the copy and the last access time are high, the 

overall value of that file is high. On the other hand, if the 

number of accesses and the file size are low and the last 

access time is average, the overall value of the file is low and 

it is placed at the beginning of the list to be deleted. 

The fuzzy system used in the proposed method is based on 

Mamdani system with triangular membership function. 

There are many membership functions, including Gaussian, 

etc., but considering that in this problem, many changes are 

made dynamically in a short period of time, the most suitable 

function is the triangular function [39]. 

Considering that linear functions are much easier to design 

and understand, and also, triangular functions are in the same 

category. Moreover, due to the dynamic behavior and the 

need for high speed, the use of these functions will be very 

useful [40–42]. 

In general, there are two methods to design a fuzzy 

system. In the first method, the knowledge of an expert in 

that field is used, and in the second method, if there is no 

access to an expert, the learning method can be used. 

According To the available history of file accesses and the 

need for only three input parameters, the membership 

function for the output parameter includes low, medium and 

high values. 

As mentioned earlier, in the fuzzification phase, all input 

numbers (number of accesses (NA), copy size (SR) and last 

copy access time (LAT)) after creating input membership 

functions to the fuzzy set are considered. These steps are 

shown in Figure 6. De-fuzzification is also shown in Figure 

7, where fuzzy rules (if-then rules) are used to process the 

file, and membership functions are used to convert the fuzzy 

results to real numbers so that decision can be made. 
 

Table 2. Fuzzy rules 
 

Number of 

accesses 
Copy size 

last time the 

copy accessed 
Value 

High High High High 

High Middle High High 

High High Middle High 

Low High High Middle 

High Middle Middle Middle 

Low Low Middle Low 

Low Middle Low Low 

 

5. Experimental Results 

An 8 GB laptop with an 8th generation Core i5 Intel processor 

was used to simulate and implement the algorithm. 

MATLAB 2019 was used to implement the simulation. A 

description of all the settings and values used to simulate the 

algorithm can be found in Table III. The number of 

instructions to execute is between 500 and 4500 Million 

instructions per second (MIPS) and 100 virtual machines are 

used to simulate the algorithm. 
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Figure 6. fuzzification steps 

 

 

Figure 7. De-fuzzification steps

 

 
Table 4. Parameters used for assessment of the method 

 

Parameter value 

Number of data centers 10-50 

Number of virtual machines 100 

Number of instructions per second (MIPS) 500-4500 

number of processing elements per virtual 

machine 
1-4 

Each virtual machine’s RAM memory 15-35 GB 

Total number of tasks 100-500 

Length of each task 100-2000 (MI) 

Cost of file transfer $0.05 per GB 

Storage cost $0.1 per GB 

Processing cost $1 per 106 MI 

 

In the following of this section, we will report and discuss 

the obtained results with respect to different criteria. 

5.1. Average Response Time 

A response time is defined as the amount of time it takes 

from the time the job is sent to receiving the response. The 

average response time is calculated as follows [43]: 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑇𝑖𝑚𝑒 

                                           =
∑ ∑ (𝑡𝑠𝑗𝑘(𝑟𝑡) − 𝑡𝑠𝑗𝑘(𝑠𝑡))

𝑚𝑗

𝑘=1
𝑚
𝑗=1

∑ 𝑚𝑗
𝑚
𝑗=1

 

(20) 

where tsjk(st) and tsjk (rt) indicate the time of sending and 

receiving task k from/to user j. Moreover, mj shows the 

number of jobs of user j. 

Three different algorithms with different numbers of tasks 

are shown in Figure 8. Generally, the average response time 

is considered to be an important efficiency measure for data 

replication. As can be seen, the average response time 

naturally increases as the number of tasks increases, but it 

NA SR LATF  

Inputs of  fuzzy inference system 

NA 

SR 

LAT  

Fuzzification 

Inputs membership 

functions 

 If NA is High and SR is High and LAT is High then Value is High. 

Fuzzy output 

File Value 

 If NA is Low and SR is Low and LAT is Medium then Value is Low. 

File Value 

Fuzzy processing 

De-fuzzification 

Rule
s

Output membership function 
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should be noted that the shorter this time, the more efficient 

the algorithm is. The experimental results in Fig. 8 indicate 

that the proposed algorithm has the fastest response time 

compared to BCDR and PDR algorithms for the number of 

tasks, reducing the response time by approximately 25% and 

17%, respectively, indicating a significant improvement in 

efficiency and performance. One of the most effective 

reasons for this improvement is to store the most accessed 

file in the best data centers. 

 

 
 

Figure 8 Average response time comparison Energy Consumption 

 

Nowadays, one of the most important issues that has 

received much attention is the management of energy 

consumption and trying to reduce the amount of 

consumption. Considering important issues such as the 

environment, fuel limitations, high costs, etc. Many experts 

try to provide various solutions to reduce energy 

consumption. Most of the existing methods for achieving 

minimum energy consumption disregard various parameters, 

which leads to a decrease in system efficiency to some 

extent. 

 In the proposed method, as can be seen in Figure 9, the 

energy consumption for different number of tasks and jobs is 

always lower than the PDR and BCDR methods. For 

example, to execute 500 tasks, the proposed algorithm 

consumes 298 kilojoules of energy, while the results of PDR 

and BCDR algorithms was 330 and 360 kJ, respectively, and 

this indicates a 10% and 17% reduction in consumption. One 

of the reasons for this reduction is the consideration of the 

energy consumption parameter in the fitness function of the 

PSO algorithm. Also, other reasons such as increasing 

workload balance and reducing the number of connections, 

which will be discussed further, are also effective in reducing 

energy consumption. 

 

5.2. Load Variance 

Usually, load balance in the network is described by a 

parameter called load variance. Load variance means the 

standard deviation of data nodes in cloud storage. One of the 

most important factors influencing the performance of a 

distributed system is the correct distribution of the load so 

that the system is in an optimal state. This parameter 

increases as the number of files increases. In an optimal 

method, this value should be minimized as much as possible. 

Figure 10 shows the load variance for different number of 

files. As can be seen in this diagram, the variance of the load 

in the HDR algorithm is much lower compared to the PDR 

and BCDR algorithms, especially for a high number of files. 

For example, the load variance for the proposed algorithm 

for the number of 600 files compared to PDR and BCDR has 

been reduced by 17 and 40%, respectively. The reason for 

this decrease is that the files are optimally deployed in the 

data centers, so, the difference in workload on the data 

centers is also reduced. Considering that in real 

environments and in the application space, the number of 

files is generally very large, which clearly shows the 

proposed algorithm outperforms compared to other methods. 

 

 
 

Figure 9. Comparison of energy consumption 

 

 
 

Figure 10. Comparison of load variance 

 

5.3. Number of Connections 

Figure 11 shows the number of connections. The number of 

connections plays an important role in the response time and 

System efficiency. In other words, reducing the total number 

of connections, even if it is a small amount, is necessary to 

reduce data access delay and prevent bandwidth congestion. 

The HDR algorithm stores the copy file in the best place in 
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terms of time and space, which will reduce the number of 

connections. The simulations for similar tasks showed 1459, 

1530, and 1605 connections for HDR, PDR, and BCDR 

algorithms, respectively, representing a 5% and 10% 

reduction in the number of connections. 
 

 
Figure 11. Comparison of load variance 

 

5.4. Hit Ratio 

The hit rate is equal to the ratio of the number of local file 
accesses to the total number of accesses. Total accesses 
include local file accesses, total number of copies, and total 
number of remote file accesses. Figure 12 shows the hit rate 
for 1000 jobs in the compared algorithms. It is easy to 
understand that the HDR algorithm has the highest rate 
compared to the PDR and BCDR algorithms. Therefore, in 
the proposed method, the hit rate has increased by 37% and 
57%, respectively, compared to PDR and BCDR algorithms. 
Because of this increase the number of local accesses to files 
is increased due to storing copies in the right places and 
based on the number of accesses to files and creating 
unnecessary copies, so, the total number of copies and the 
number of remote accesses to files is reduced ambiguous. 
The hit rate increases by decreasing the denominator of the 
fraction. 
 

 
 

Figure 12. Comparison of hit ratio 

 

 

5.5. Storage Usage 

Storage space is undoubtedly one of the main elements in the 

cloud, so monitoring the usage of storage resources can 

provide useful information. This issue can be considered in 

proposing an efficient replication method from two 

important perspectives: on the one hand, the goal can be to 

minimize the storage space consumption, because the cost of 

resources is proportional to the amount used. On the other 

hand, the cost may be fixed and the main goal is to maximize 

the use of storage space. 

 

 
 

Figure 13. Comparison of storage usage 

 

Figure 13 shows the amount of storage space for the 

discussed algorithms. As it is clear, in the proposed 

algorithm, a reduction of 38 and 34 percent of storage space 

consumption has occurred, respectively, relative to the 

BCDR and PDR algorithms, which is a significant reduction. 

The reason for this decrease is two basic things: firstly, 

considering the file popularity parameter, only popular and 

frequently used files are copied, so many additional copies 

cannot be done, and secondly, the file replacement method is 

used, that is, files that have less value are deleted. 

Considering the hardware limitations as well as the high 

costs of preparing, setting up and maintaining storage spaces 

and considering the high importance of economic 

justification in the world of information technology, this 

reduction in storage space consumption is one of the most 

important features of the proposed method in this research. 

 
5.6. Cost 

As mentioned in the previous parts, one of the important 

parameters in the use of cloud systems is financial issues. 

Most of today's researches and solutions try to minimize 

costs for end users, while one of the important issues in this 

environment is the costs of cloud providers and improving 

profitability by reducing their costs. These costs include 

various things such as space and bandwidth consumption, 

processing and transfer costs of files, as well as maintenance 

costs. Therefore, providing a method to guarantee the 

profitability of cloud service providers along with other 

benefits for users and creating a balance in this environment 

will be very useful. As seen in Figure 14, for a certain 

number of tasks, the cost for PDR and BCDR algorithms is 

$40 and $46, respectively, while it is $32 for the proposed 

method, and this represents a 20% and 30% reduction in cost. 
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It is general. One of the important reasons for this reduction 

is that in the PDR and BCDR algorithms, the files are not 

copied in the right place, and when requesting a job, the file 

does not exist locally, and it is necessary to move the file, 

which incurs various costs, including It involves transfer and 

processing, but in the proposed method, due to considering 

the popularity of the file, the copy files have a suitable 

distribution, and due to the local presence of the files, this 

problem is avoided to a large extent. 

 

 
 

Figure 14. Comparison of Cost 

 
5.7. Average Response Time (ART) 

The response time for a datafile is the interval between the 

submission time of the task and return time of the result. The 

average response time of a system is the mean value of the 

response time for all data request tasks of the users. 

Therefore, for the last experiment, we compare the average 

response time of the proposed method with others. Figure 15 

shows the obtained results. 

As shown in Figure 15, the proposed method reports lower 

ART. 

 

 
 

Figure 15. Comparison of average response time 

 

6. Conclusion 

The study introduces a novel data replication approach, 

referred to as HDR, aimed at enhancing data recovery within 

the cloud environment. The HDR method aims to decrease 

program response times, lower connection count, elevate hit 

rates, establish balanced system loads, and minimize storage 

consumption. By strategically placing copies near desired 

data centers and minimizing interconnections, the approach 

achieves load balancing across the entire system, leading to 

a remarkable 25% reduction in average response time—a 

pivotal efficiency metric. 

In cloud environments, an optimal system should ensure 

swift response times, a goal accomplished by simultaneously 

considering parameters such as access frequency, copy size, 

and last access time in a fuzzy framework. Moreover, system 

cost-effectiveness is crucial, given the substantial expenses 

related to hardware and infrastructure. The research places 

significant emphasis on this aspect, evident in graphical 

outcomes demonstrating an average storage space reduction 

of approximately 35%. As storage expenses significantly 

impact cloud system costs alongside hardware constraints, 

the adoption of the proposed HDR method emerges as a 

potent strategy to substantially curtail overall expenditure. 
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